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tion of resources to computation. This sponsor model handles control and reclamation of

computation i a single, elegant frameworky

We describe an implementation of this sponsor model and present performance results
for several applications of speculative computation. The results 1) demonstrate the im-
portance of aborting useless computation, 2) demonsirate the importance of controlling
computation, and 3) provide experimental evidence of the benefit and power of our sponsor
model and support for speculative computation. Our support for speculative computation
adds expressive power to Multilisp, with the ability to control computation, and also adds
computational power, with significant performance improvements — we observed as much
as 26-fold speedup.
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We also discuss the optimal scheduling of speculative computation and present Some’
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Abstract

We demonstrate by experiments that performing computations in parallel before their re-
sults are known to be required can yield performance improvements over conventional ap-
proaches to parallel computing. We call such eager computation of expressions speculative
computation, as opposed to conventional mandatory computation that is used in almost all
contemporary parallel programming languages and systems. The two major requirements
for speculative computation are: 1) a means to control computation to favor the most
promising computations and 2) a means to abort computation and reclaim computation
resources.

We investigate these requirements in the parallel symbolic language Multilisp. We con-
clude that we need the following support for speculative computation: for controlling com-
putation we need ordering (ranking of computations by their promise), demand transitivity,
and modularity, and for reclaiming computation we need explicit, reversible reclamation
with automatic naming of descendants.

The main contribution of this work is a sponsor model which provides this support for
speculative computation in Multilisp. A sponsor is an agent which controls the alloca-
tion of resources to computation. This sponsor model handles control and reclamation of
computation in a single, elegant framework.

We describe an implementation of this sponsor model and present performance results
for several applications of speculative computation. The results 1) demonstrate the im-
portance of aborting useless computation, 2) demoustrate the importance of controlling
computation, and 3) provide experimental evidence of the benefit and power of our sponsor
model and support for speculative computation. Our support for speculative computation
adds expressive power to Multilisp, with the ability to control computation, and also adds
computational power, with significant performance improvements — we observed as much
as 26-fold speedup.

We also discuss the optimal scheduling of speculative computation and present some

new results for optimal scheduling in some simple cases.
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Multilisp, scheduling
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Prologue: A need for speculation

Two roads diverged in a yellow wood,
And sorry I could not travel both
And be one traveler, long I stood
And looked down one as far asI could
To where it bent in the undergrow:h

Then took the other, as just as fair,
And having perhaps the better claim
from The Road Not Taken by Robert Frost
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Chapter 1

Introduction

The future construct of Multilisp has proven very versatile and successful for achizving
parallclism in symbolic computation [Hals86d). However, experience with parallel symbolic
computation has led to the recognition that “speculative® styles of computation may be
more effective for certain applications, notably searches, than the “mandatory” style of
computation obtained using future [Hals85,Hals86c,Hals86d]. Speculative computation is
eager evaluation where the resuli(s) of the evaluation may be unnecessary. Specnlative
computation involves a gamble whereby one trades additional, possibly unnecessary, com-
putation for potentially faster execution.

Speculative computation has two requirements, First, because in general compu‘stion
resources are limited, we would like to reclaim the resources —- processor cycles, memory
cells, and machine resources —- devoted to unnecessary computation. Thus speculative com-
putation requires the ability to “abort”! computation and reclaim computation resources.

The second requirement follows naturally from the first, assuming that computation
resources are limited: given that some of the computation may be unnecessary, we would like
to arrange the use of resources to favor the most promising computations. Thus speculative
computation requires the ability to control computation resources.

We investigate these requirements in this thesis and present a model for speculative
computation in Multilisp. This model should furnish an archetype for speculative compu-
tation in other parallel languages. We describe an implementation of this model and present
performance results for several applications of speculative computation.

The remainder of this introduction is divided into sections which give a detailed defi-
nition of speculative computation and related terms (Section 1.1), present some examples
of speculative computation (1.2), discuss the potential of speculative computation (Section
1.3), introduce Multilisp (Section 1.4), describe our goals and approach in (Section 1.5),
and finally present an overview of the remainder of the thesis.

! As we discuss later, we do not necessarily have to kill unnecessary computation.

23
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24 CHAPTER 1. INTRODUCTION
1.1 Definitions

1.1.1 Speculative Computation

Given some definition of computation appropriate to the computational paradigm at hand,
we classify computation into three groups:

1. computation known to be required,
2. computation known not to be required, and

3. computation not known to be required or not required.

This classification is with respect to a given state of knowledge at a given time and a given
specification of the program in which the computation is embedded. The state incorporates
perfect knowledge about the past and whatever information may be known about the future,
such as input data and analysis of the program. The knowledge about the future may be less
than the total available due to incomplete analysis. (Of course, even the total knowledge
available is necessarily incomplete due to external nondeterminism (future inputs may be
unknown), internal nondeterminism in the program, and theoretical limitations, such as
decidability, on program analysis.) The program specification is a set of conditions on
the results and side-effects produced by the program (and perhaps also conditions on the
inputs and the exccution environment) such that the program is considered correct if every
exccution of the program (subject to the input and environment conditions) is guaranteed
to meet these conditions. We use the program specification to define what it means for
a computation to be required or not required. A computation is required (i.e. in group
1) if, with the given state of knowledge, the computation is definitely always nccessary to
meet the program specification. Likewise, a computation is not required (i.e. in group 2)
if, with the given state of knowledge, the computation is definitely not ever necessary to
meet the program specification. Finally, a computation is in group 3 if, with a given state
of knowledge, the computation could cither be necessary or unnecessary. In this case, the
given state contains insufficient information to determine if the computation is required or
not required.

As a program exccutes, the state of knowledge increases. Thus during program exccution
the above classification constitutes a succession of improving approximations with time,
starting with some a priori designations and becoming further refined, as time goes on and
more information becomes available, and ending with all computation divided into groups
1 and 22, assuming the computation terminates.

3This is not always true: cven after all computation terminates, some (past) computation may remain in
group 3 because it still may not be clear if the computation was necessary or unnecessary. If the computation
is not performed the program may execute in such a way that it could either meet the specification or not
depending on the nondeterminism realized.

3However, it may only be necessary for some of the computation in a program to terminate in order to
classify all the computation in the program.
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Computation in group 1, i.e, computation that is known to be required, is relevant
computation. Computation in group 2, i.e. computation that is knowa not to be required,
is Irrelevant computation. Computation in group 3 is speculative computation. We also
refer to relevant computation as mandatory computation. Thus a speculative computation
may become mandatory during its course of computation, as more information becomes
available to indicate that it is necessary. For instance, s mandatory computation may
sclect a particular speculative computation from among several; that computstion becomes
necessary and the rest become unnecessary. Or, further input data or contz + 1nformation
obtained with time may indicate that a speculative computation is actually v 2ssary.

Lazy computation is computation that is started when the computation is actually
required, that is, at the latest possible time. By contrast, eager computation is compu-
tation that is started early, before it is required, but with certainty that it will be required.
Speculative computation is computation that is started before it is required, like eager com-
putation, but without any assurance that it will be required later, unlike eager computation.

If all computation is functional, the classification of computation is simplified. In this
case, a demand-driven interpreter evaluating a program defines the specification of that
program. Thus, whether or not a computation is required reduces to whether or not a
demand-driven interpreter ever (irrevocably) demands the computation. Also, the set of
computations demanded by a demand-driven interpreter up to time t constitute the minimal
state of knowledge at time ¢.

Consider first a deterministic and purely functional program P. In this case a compu-
tation C in P is relevant if a demand-driven interpreter evaluating P cither will demand
C (based on the state of knowledge) ox does demand C. Computation C is irrelevant if a
demand-driven interpreter will never demand C. Finally, computation C is speculative if we
cannot determine, based on the given state of knowledge, whether or not a demand-driven
interpreter will ever demand C.

In the case of a nondecterministic and functional program P we have to be more care-
ful since demanding the operand of a nondeterministic operator may not imply that the
operand is required. To handle nondeterministic operators like parallel or (described in Sec-
tion 1.2.1), we introduce the notion of a choice time. First we define a choice computation
to be any computation which a given nondeterministic operator may choose. The choice
time is then the time at which the nondeterministic operator chooses amongst the choice
computations. Prior to the choice time, the demand-driven interpreter provisionally de-
mands all choice computations. (With a demand-driven interpreter, the choic= time always
occurs after the interpreter demands the result of the nondeterministic operator.) To avoid
problems with non-termination, we assume a fair demand-driven interpreter that provision-
ally demands all choice computations equally.5 At the choice time, this fair demand-driven
interpreter irrevocably demands the chosen computation and “undemands” all the non-
chosen cumputations. The chosen computation is, of course, required and the non-chosen

4This is not the universal meaning of eager computation — some people use it to mean speculative
computation.
®Thus the classification of computation is with respect to this fair demand-driven interpreter.
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computations, provisionally demanded and then undemanded, are not required.

Thus for a nondeterministic and functional program P we amend our definitions as fol-
lows. Computation C in P is rclevant if a fair demand-driven interpreter evaluating P eithor
will or does demand C irrevocably (i.c. never undemands C). Computation C is irrelevant
if a fair demand-driven interpreter will never demand € irrevocably. Fiaally, computation
C is speculative if we cannot determine, based on the given state of knowledge, whether or
not a demand-driven interpreter w.ll ever demand C irrevocably. These definitions reduce
to the previous definitions for the deterministic case with the following addition for nonde-
terministic operators: Prior to the choice time of a nondeterministic cperator all the choice
computations are speculative and subsequent to the choice time all the non-chosen compu-
tations are irrelevant. If the chosen computation is part of another computation, the chosen
computation’s relevance is determined in the same way. Otherwise, its relevance depends,
as in the deterministic case, on whether it is demanded by a demand-driven interpreter.

To help illustrate these definitions, consider the following example. Assume that we
have choice(Cy,Ca,Cs), where choice is a nondeterministic operator. Then C, Cs, and
Cs are the choice computations. Let R be the current relevance (relevant, irrelevant, or
speculative) classification of the choice expression. Then, prior to the choice time, at which
time the choice operator selects one of the C; (wy e:sume only one is selected), the demand-
driven interpreter provisionally demands all the C; and all tue C; ara speculative, unless R is
irrclevant, in which case 2ll the C; are irrelevant too. When the choice operator sclects, say,
C;, the demand-driven interpreter “undemands” all C; for ¢ 3 7 and irrevocably demands
Cj if nccessary (i.e. if Cj is not fully computed). Then all C; for ¢ # j are irrclevant,
regardless of R, and C; has relevance . Or put another way, the sclected computation C;
is conditionally relevant with respect to the choice expression.

With side-effects, a demand-driven interproter is not sufficient to defire relevance. Com-
putation not explicitly demanded by such an interpreter may be required, and hence rele-
vant, for the side-2ffects that it may perform, such as writing a shared variable, or releasing
a lock or semaphore. Thus with side-cffects we must use the general classification given
carlier. However, side-effects raise some tricky issues with this classificativn (such as how
do we determine if a given compnutation with side-cffects is necessary to meet the program
specification). We will not pursue these issues here since their resolution does not add sub-
stantially to the understanding of speculative computation. This does not mean that we
avoid side-effects in the sequel: the principles of speculative computation may certainly be
exploited without resolving these issues. Furthermore, there are many useful applications
involving side-effects for which these issues do not arise.

We have given a temporal classification of computation. Sometirnes we want to classity
computation after a program terminates, in a post mortem fashion. In such cases, we
are interested in questions such as was computation C speculative or not? This is an ill-
formed question, though, since our classification of C depends on cur viewpoint, which
may change with time and program history. Initially C' may appear to be speculative but
later information may reveal it to be relevant or irrelevant. Thus to answer this within our
framework, we need to specify a state, since the relevance of a computation is with respect
to a given state.
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Note that wich our definitions, speculative computation may exist in cenventional pro-
grams and even in sequential programs,

Classifications of Speculative Computation

There are two orthogonal ways of classifying speculative computation. The first classifica-
tion is based on determinacy. Speculative computation is:

1.

deterministic if the semantics of its application is deterministic, i.e. if the result is
a function of data and control dependences only, and

2. nondeterministic if the semantics of its application is nondeterministic, i.c. if the

result is a function of scheduling behavior in addition to the data and control depen-
dences. An example of nondeterministic speculative comnutation is the concurrent
application of several solution strategics where we are only interested in the first strat-
cgy to succeed. We call such a race amongst alternatives in which any #lternative will
suffice “first-of” speculative computation.

The second classification is based on the way in which resources are used for speculation.
We distinguish three flavors:

1.

3.

multiple-approach speculative computation

In this flavor, the speculation is in pursuing multiple approaches simultaneously, as
in first-of speculative computalion, where not all the apprcaches are necessary (but
at least one is). A dominant characteristic of this flavor is aborting irrelevant compu-
tation, i.c. aborting unnecessary approaches. Multiple-approach speculative compu-
tation is, perhaps, the most obvidus form of speculative computation.

order-based speculative computation

In this flavor, the speculation is in the order in which the computations are per-
formed. Not all the computations are necessary so this order is important. There
may be an optimal order but this may not ba known a priori. Thus the goal is to
use an order which has good average behavior (as in minimum average completion
time). Order-based speculative computation is invariably resource constrained: the
order matters because there are insufficient resources to perform all computations
simultancously. Order-based speculative computation is not restricted to multipro-
cessors. For example, the execution of a branch and bound algorithm on a sequential
computer is an example of order-based speculative computation (cf. the example in
Section 8.5). Lastly, order-based speculative computation typically does not involve
any aborting of computation.

precomputing speculative computation

In this flavor, the speculation is in precomputing some quantity for possible future use.
Unlike in multiple-approach speculative computation, where at least one approach is
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necessary, precomputation is not necessarily required. Also, unlike multiple-approach
speculative computaticn, precomputing speculative computation computation often
does not involve any aborting of computation (because the precomputation terminates
before it is known if the result is required). Precomputing speculative computation is
already familiar in sequential computing as caching.

In practice most speculative computation involves a mix of these three flavors, especislly
multiple-approach and order-based speculative computation. Indeed, ordering becomes
important as soon as there are insufficient resources.

1.1.2 Optimistic Computation

Optimistic computation can mean the same thing as speculative computation, though per-
haps with a connotation suggesting more “succesa” (i.e. a higher ratio of necessary to unnec-
essary computation) than with speculative computation. However, most people (e.g. in con-
currency control [Herlihy,Kung], in simulation [Jeffer], in fault tolerance [Strom,Johnson),
and in software maintenance [Bubenik]) use optimistic computation to mean a subset of
deterministic speculative computation in which there is a particular concern to undo all
side-cffects ever performed by an aborted computation, so it appears that the computs-
tion never occurred. We call this *atomic (or indivisible) semantics® — all or none of
the side-effects persist. That is, side-cffects obey a transaction or encapsulation (Bubenik]
model.

Our notion of speculative computation is broader than the usual notion of optimistic
computation. Our notion covers nondeterminism and certain styles of data precomputation
(e.g. speculative streams which we mention in Section 1.2,5) which do not fit into the all-
or-nothing model. The key distinction of our approach is the inclusion of both data and
control dependences to determine if a computation is necessary, rather than just control
dependences (as in [Bubenik]). We feel this leads to a finer-grained approach to speculative
computation.

1.2 Examples

We present five quite different examples of speculative computation which we use to motivate
discussion in the rest of the thesis.

1.2.1 Parallel search

Secarch is a particularly rich domain for speculative computation. Consider the problem of
searching the subspaces Sy, %, .. ., S, for a target. To perform this search both quickly and
efficiently, we want to perform the subspace searches concurrently (subject to availability of
machine resources) and terminate all remaining subspace searches when we find the target,
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to avoid wasting machine resources. That is, we want both parallelism and control over the
parallelism. These subspace searches are examples of speculative computation.

Without language support for speculative computation, as in conventional Multilisp,
we must cither abandon the goal of terminating useless subsearches or we must have each
subsearch explicitly check for termination. The former is inefficient and the latter can be
awkwaord and suffer from lack of expressiveness (as we discuss later). Thus the benefits of
support for speculative computation are efficiency and ease of performing parallel search,

These benefits are important because of the importance of parallel search in symbolic
computation. The A.L. domain, for example, with its heavy emphasis on search techniques,
secms particularly attractive for parallel search with speculative computation,

Probably the simplest examples of parallel search are parallel ox and and, which we call
por and pand respectively. (por Ey Ej ... E,) returns the value of the E; that first evalu-
ates to a non-nil value and nil if all the E; evaluate to nil. In contrast, (pand Ey Ez ... Ey)
returns nil when any E; evaluates to nil and true if all the E; evaluate to non-nil. (We define
por and pand more precisely in Appendix B.) In both cases, any remaining E; evaluations
may be aborted after a result is returned. These two nondeterministic operators represent
pethaps the most important potential application of speculative computation because of
the ubiquity of oxr and and.

Parallel search, in general, is an example of multiple-approach speculative computation
and por and pand, in particular, are examples of nondeterministic speculative computation.

1.2.2 DBranch prediction: parallel if
A good example of branch prediction is parallel i£. Suppose pred in the expression

(11 pred consequent alternate)

takes a long time to evaluate. Then we might like to evaluate pred, consequent, and alternate
concurzently to reduce the total execution time. If pred evaluates to true, we accept the re-
sult of evaluating consequent and abort the evaluation of alternate (if it is still in progress). If
pred evaluates to false, we accept alternate and abort consequent.® Precomputing consequent
and allernale is an example of deterministic, multiple-approach speculative computation.

This branch prediction example demonstrates another benefit of speculative styles of
computation: the relaxation of synchronization constraints to reduce the critical path
length. By relaxing the synchronization constraints, we mean relaxing the constraints on
when computation is actually performed, while siill obeying the overall data and control
constraints. As with parallel search, the objective is to reduce the critical path length
cfficiently.

®And if consequent and allernate evaluate to the same value, we could abort pred.
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1.2.3 Producer-consumer parallelism: the Boyer Benchmark

Written s a parallel Multilisp program, the Boyer Benchmark [Gabr85) is an example of
producer-consumer parallelism with an interesting twist. Given an input expression, the
Boyer Benchmark determines whether the expression is a tautology based on a dutabase
of rewrite rules. The producer successively rewrites the input expression according to the
rowrite rules to abtain an if-then-clse tree. The consumer, which operates concurrently
with the producer, traverses this if-then-else tree, checking for consistency between each
predicate and its consequent and alternate. The interesting twist is that not all the rewrites
are necessarily required by the tautology checker. For example, the rewrite rule for and is
(and a b) — (if a (if b st ¥2) #1). If a happens to be #1, there is no need to rewrite
expression b. However, the producer does not know this until the consumer terminates
without demanding this rewrite. (a may not be so simple, or a may be shared by some
other expression.)

In an attempt to reduce the execution time we could perform all rewrites cagerly, gam-
bling (in a form of branch prediction) that they will be required. However, this application
of speculative computation fails if there are too few processor resources (see Section 8.4)
because the machine becomes saturated with speculative rewrites and swamps out the tau.
tology checker computation. That is, unnecessary rewrites use resources that otherwise
would be devoted to necessary rewrites and tautology checking and thus lengthen the exe-
cution time. To counteract this problem, we could perform all rewrites lazily but then the
cxecution time is long due to insufficient parallelism.

“I'o solve this problem, we need a way to order the allocation of resources to speculative
activities according to their relative promise. For Boyer two ordering levels are sufficient:
one for the tautology checker (i.c. consumer) and one for the rewrites (i.e producer) whereby
the consumer can preempt the producer for processor resources, However, we also need
some way to promote a rewrite to the consumer level when we find it necessary. That is,
we need what we call dynamic ordering. With such static and dynamic ordering, the Boyer
Benchmark is an example of order-based speculative computation.

(There is also the issue of aborting all the useless rewrites when the tautology checker
terminates, but aborting has already received adequate mention.)

1.2.4 Ordering: the traveling salesman problemn

In the previous exemple we saw that ordering of resources for speculative activities can be
very important because the activities have different promises of being required and not all
of the activities are necessarily required. This example takes ordering to its extremc.

Consider a branch and bound algorithm to solve the traveling salesman problem. We
would like to expand nodes representing partial tours in parallel accarding to some heuristic
so we can focus our machine resources on the most promising partial tours first. The faster
we can obtain a complete tour and the better the quality of this tour, the more pruning we
can do, thus decreasing the total execution time. One way to achieve our desired ordering is
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vic &n explicit priority queue (programmed in the language). This is an awkward sotysisa:
A batter solution is to extend the notion of ordering — which we already & wmad Wwag
necassary for cases like the previous example — to an arbitrary infinitum of ordesinge. in
oth the Boyer Benchmark and the traveling salesman problem the fundamental prafiom
{¥ the ssme: ordering the allocation of resources to activities according to their .alavive

prauriiac, Thins we should uso tne same ine’:nnnism to solve this problem in both cascs,

‘t2¢ rpegylotion in the traveling salesman problem is in the order in whick resousces are
ellocated Lo node oxpan~'on, i.e. it is order-based speculative computation. This notiox
of crdering is the key 1. *a mMissing in most other approaches to speculative computatiun
(as dissussed in Chapter 55. Aborting exists in the traveling salesman problem, but 3 is
implicit aborting: a node ciiecks the cost of the node witli respect to the current best cost
of & complete tors and simply terminates if the cost exceeds the best cost.

X.2.5 Preccinpubing sireanis

A stream is a postidly infinita list of objects [Abelson]. The illusion of infinity is maintained
by generating the list Jazily: elements are added to the tail of the list incrementally as
demanded (thus advincing the tail), The idea in precomputing a stream is to extend the
tail of the stream, by computing several 2lements ahead, before these slements are actually
demanded. This idea is a form of branch prediction —- we hope to reduce the critical path by
doing a certain smount of precomputing. We call a stream with such element precomputing
a speculalivestream te underscore that it is xn example of (precomputing-based) speculative
computation.

The ecasiest way to control a speculative stream is to spezify the number of elements to
precompute, This control is inadequate in general, though, since the amount of computation
required per element could be non-uriform — it could increase exponentially for instance.
To ensure adequate control over the effort we devote to precomputing stream elements, we
need to be able.to control the duration for which we precompute stream elements.

1.2.6 Other examples

We list some other applications of speculative computation below.

o Pattern matching — Parallel search could be used to match patterns.

o Rule-based interpreters — A rule-based interpreter could be realized as a parallel
search on a database of rules. [Miller] explored such an example.

o Symbolic integration — Alternate methods for integration like a fast heuristic routine
for common special cases and the Risch algorithm, a general but slow procedure, could
be tried simultaneously. Symbolic algebra in general seems like a rich application area
for speculative computation [Watt].
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o Hypothesize and test — This popular A.L paradigm could be parallelized to gener-
ate and test many hypotheses simultaneously and terminate upon finding the first
successful hypothesis.

e Alphas-beta pruning — Many positions could be explored simultaneously while main-
taining the sequential flavor that is so important to minimize the total amount of
work.

o Simulated annecaling — Several candidates for the next atate could be investigated
simultancously, thus reducing the critical path if the chosen candidate is rejected. An
alternative idea proposed by [Chamber] is to precompute sll possible accept/reject
branches simultancously (to a given depth). This amounts to “pipelining” the se-
quential simulated annealing algorithm by massive branch prediction.’

e Speculative convergence — This is a form of branch prediction suggested by [Soley]
in which loop iterates greater than  proceed concurrently with testing loop iterate ¢
for termination. This speculation avoids undue serialization of the iterations with the
termination test.

1.3 Potential of Speculative Computation

The central idea behind aneculative styles of computation is to use excess resources to reduce
the average exccution ;ime. As the examples in the previous section illustrate, the key to
realizing this idea is to relax synchronization constraints, thereby decreasing the critical path
length, by using oxcess resources and controlling the order of computation. In decreasing
the critical path, it is important to use these excess resources efficiently. Inefficient use of
exaess resources may preclude future opportunities for speculative computation.

Spculative computation offers the potential to turn excess resources into pessibly faster
execution. In other words, speculative computation can lead to the more efficient use of
machine resoursts. With speculative computation we are trying to exploit the narrow
ground between too liti'e mandatory computation and teo much mandatory computation,
We are trying to fill this gap with speculative computation.

Efficient support for speculative computation will encourage a more aggressive exploita-
tion of purallelism. Such support will make it possible to extract parallelism from problems
thought to be either too expensive to parailelize or inherently sequential. Some problems
are too expensive to parallelize highly in the conventional framework because of poor con-
trol over resource use. For example, searches may be incflicient when highly parallelized
because it may be very difficult or impossible to kill unnecessary subsearches and allocate
resources to subsearches in relation to their promise. Other problems, such as simulated an-
nealing, are inberently sequential and are difficult to parallelize effectively in a conventional

TThe Multiflow Trace used this branch prediction forra of speculative computation successfully at the
architecture level,
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fenmework. However, speculative stylea of computation allow ane to follaw the sequentind
flavor — but not all the sequentinl constraints — of such applications while atill exploiting
purallclism to speed execution.

1.4 Multilisp

Multilisp is n version of tha Scheine progenmming langunge extended with explicit paral-
lelism constructs. Multilisp i3 based on a shared memory paradigm and includes side-cffecty
— hence the explicit parallelism constructs [[1als85). This scction aumnmarnizes the major dil-
ferences of Multilisp from Scheme. Further information on Multilisp is available in {11l485)
and [Hals86b] and several papers [HalsBGe, Hals87,1als86d] describe example applications.

1.4.1 Parallelism constructs

‘The prncipal parallelism construct is future.

(future exp) creates a new thread of compulation to evaluate exp and immediately
returna a placeholder for the result. This placeholder, or future object, may be manipulated
just as il it were the result of evaluating cxp — that is consed into data structures, passed
to and from functions, etc. — unless or until it is an argument Lo a strict operstion,
such as plus, which requires the value of cach operand. When this happens, the thread
attempting the strict operation suspends until the placcholder is determined with the result
of evaluating exp.

We call a thread of computation a task. “l'asks are conceptual entities below the language
level. When a task attempts a strict operation on a placeholder, we say that the task touches
the placcholder. If the placeholder is undetermined, the task blocks on the placeholder, as
described above. Otherwise, the value is sutomatically (and implicitly) extracted from the
placeholder. All atrict operations in Multilisp implicitly touch all their placeholder operands
to ensure that cach such operand is determined. Thus join synchronization occurs implicitly
when the placcholder value is actually required. Multilisp also provides a construct to
explicitly touch its operand and effect join synchronization.

(touch ezp) is an identity function which is strict ir its argument. If exp is a placcholder
touch touches the placcholder and returns the placeholder value (blocking if necessary).
Otherwise, touch simply returns ezp.

Figure 1.1 displays an example fragment of Multilisp code. The future in line 1 creates
a new task to evaluate (foo 2) and returns a placcholder for the eventual result of this
application, which is bound to x. Line 2 performs a nen-strict operation on the placcholder,
consing a pair containing the placcholder and returning this pair. Lines 1 and 2 demonstrate
the power of Multilisp. The producer in line 1 and the rest of the computation, includ-
ing eventual consumers, can proceed concurrently. When a consumer actually requires the
producer’s value represented by the placeholder, the necessary producer-consumer synchro-
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(let ((x (future (foo 2)))) ;1
(it y

(cons x 1) 12

(+ x 1)) ;3

Figure 1.1: An example Multilisp fragment

nization occurs implicitly as a part of the strict opezation that actually requires the value.
In line 3 the consumer is the plus, Plus is a strict operation which requires the actual value
represented by the placcholder bound to x. Thus the task performing the plus operation
implicitly touches x and suspends until x is determined when the evaluation of (foe 2)
completes.

\Whereas future is an eager construct that begins evaluation of its argument any time
after the task is created, delay is a lazy construct,

(delay ezp) creates a new task to evaluate exp and immediately returns a placeholdec
for the result, like future. However, unlike future, delay does not begin evaluating exp,
i.e. executing the task, until the placeholder is touched.

Sornetimes it is convenient to have a plzceholder without an associated task for write~
once synchronization, like the I-structures in the dataflow language Id [Nikhil].

(make-future) creates and returns an empty placeholder, i.e. future object.

(determine-future ful ezp) explicitly determines the undetermined future object fut
to ezp and returns ezp. Each task created by a Zuture or delay ends with an implicit
deteramine~future. It is permissible, though not encouraged, to explicitly determine any
future object — even one with an associated task — with deteraine-futura. It is an error
to (explicitly or implicitly) determine a future object more than once.

1.4.2 Scheduling

The task exccuting a future expression, such as (future ezp), is called the parent task
and the task created to evaluate the argument expression ezp is called the child task. A
processor which exccutes a future always pursues the child task after creating the child task
and future object, rather than the parent task. This is the unfair scheduling for resource
management discussed in |Hals85]. The construct dfuture is exactly like future except for
opposite scheduling of parent and child tasks: a processor which executes a dfuture always
continues the parent task after creating the child task and future object.
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1.4.3 Sidec-effects

Multilisp includvs the usual collection of side-effect operations found in Scheme. To enforce
task synchronization (for correct operation in the presence of side-effects) Multilisp provides
atomic operations and semaphores,

The following two atomic operations arc extensions of the set-cxri, (x= a or 4) muta-
tors in Scheme.

(rplaca-eq pair new oldj pecforms the following eq check and possible swap atomically:
If the cax of pair is eq to old, the car of pairis replaced by new and pairis returned. If the
car of pair is not eq to old, nil is returned.

(rplacd-eq ccll new old) performs the same eq check and possible swap as above stom-
ically, but based on the cdr of pair rather than the car,

(nake-sema) makes and returns a free binary semaphore object.

(wait-sena scma) makes the semaphore sema busy if sema was free. Otherwise, it
suspends and enqueues the exccuting task on the semaphore sema. wait-senma is Dijkstra’s
classical P operation.

(signal-sema scma) makes the semaphore sema free if no tasks are queued on the
semaphore.  Otherwise, it dequeues and resumes one of the tasks enqueued on secma.
signal-sena is Dijkstra's classical V operation. The system tries to enforce first-come-
first-served (FCFS) ordering on semaphore requests, but this ordering is not guaranteed.

1.4.4 Task touching

Touching, 23 defined above, only occurs between tasks and placeholders, or future objects: a
task touches a future object. To case the presentation in the rest of this thesis, we gencralize
this notion of touching when the touchee future has an associated task. If a task A touches
task B's future object (i.c. the future object which task B determines with its result), we
say task A touches task B.

Figure 1.2 provides an example in the context of Figure 1.1. The circles represent tasks
and the rectangle represents the future object bound to x. Task B is evaluating (oo 2) and
will determine future object x with the result. Task A, meanwhile, is attempting to perform
the plus operation in line 3 of Figure 1.1. Task A touches future object x as signified by
the arrow from task A to the placeholder in Figure 1.2. Generalizing, we say that task A
touches task B.

1.4.5 ‘Lask terminology

For convenience in describing the implementation, we categorize tasks operationally as
mandatory or speculative. For now we loosely define mardatory and speculative tasis
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Figure 1.2; Task touching.

as tasks performing mandatory and speculative computation respectively. We will give a
precise meaning to these terms in Chapter 6 when we describe the mode! we implemented.

1.5 Goals

Our goals in this thesis work were as follows:

1. Investigate the requirements of speculative computation in Multilisp applications.
2. Provide a model for speculative computation in Multilisp.
3. Provide support for speculative computation in Multilisp.

(a) Avoid incompatible changes to the existing Multilisp language definition, and in
particular, retain future. Since future has endured an important test of time
at the hands of many programmers [Hals86d], we believe it is a sound base,

(b) Minimize the impact of support for speculative computation on the performancs
of traditional, mandatory computation.

4. Show examples illustrating the support for speculative computation and demonstrat-
ing the power gained by that support.

To achieve goal 3 we provide special support for speculative computation in Multilisp
in the language and in the implementation. This support expands the notion of “touching”
futures. This support is necessary for sufficient expressiveness and efficiency. For example,
as we already mentioned in 1.2.1, we need support for terminating speculative computation
to avoid the awkwardness and lack of expressivencss of explicit checking. This topic is a
major subject of Chapter 2.

In previous work we constructed 2 scheduler on top of Multilisp for experimenting with
speculative computation. This layered approach allowed more general control of compu-
tation than explicit checking, but was too inefficient. Since Multilisp provides no way to
control the exccution of an arbitrary task, we were forced to install “checkpoint® calls
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which interacted with a user level scheduler at regular intervals in cach task. Performing
the system scheduling in this manner proved to be prohibitively expensive. Furthermore,
this layered approach was still not sufficiently general: we were not able to model blocking
on undetermined future objects. Such blocking occurs implicitly in Multilisp and is not
accessible from the user level. This meant that any desired computation control could be
frustrated by unobservable task touching. Hence we need special support.

1.6 Preview

Chapter 2 discusses the four main problems with speculative computation in an imperative
environment, Chapter 3 summarizes related work. Chapter 4 describes our approach to the
four main problems. Chapter 5 introduces our sponsor model for speculative computation
and Chapter 6 describes a particular subset of this model that we implemented, called
the “touching model". Chapter 7 considers solutions to the problems posed by side-effects
in the context of our touching model. Chapter 8 discusses in detail several applications
of speculative computation with performance results, Chapter 9 considers the optimal
scheduling problem for some simple cases. Chapter 10 describes implementation details,
such as the mechanism for aborting useless computation. Finally, Chapter 11 presents our
conclusions and thoughts for future research.







Chapter 2

Main problems

In this chapter we discuss the four main problems involved in supporting speculative com-
putation in Multilisp. We assume that computations potentially compete for some limited
computation resources. (If this is not the case, all computation can be treated as mandatory
and speculative computation is moot.) Because these resources are limited, it is important
to use them efficiently. Therefore, in general we must control speculative computation and
reclaim irrelevant computation.

2.1 Controlling Computation

Because not all speculative computation is necessary, the order in which we allocate re-
sources to computation is important, as the Boyer Benchmark demonstrates. Further-
more, not all speculative computation is equal. Some computations may be more premising
than aothers, as the traveling salesman example demonstrates. Thus we want to allocate
resources to computation to favor the most promising computations. For instance, we
certainly want mandatory computation to preempt the resources utilized by speculative
computation. More generally, we want some sort of ordering of computation.

For concreteness in this chapter, we assums priorities for specifying this ordering. The
reader should view priorities in this chapter as a representative means of ordering. In
particular, any mention of priorities in this chapter applies 23 well to any other means of
specifying ordering.

Issue 1: Determining the relative promise, i.e. priority, of computations

In general, the programmer® must decide the relative promise of computations, as controlling
computation relies on meta-knowledge about a program’s function, inputs, and purpose as

!0r some programmer, such as the systems programmer or the library programmer.
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well as its operating environment. The cptimal assignment of prioritics is a scheduling
problem which we mention in connection with Issue 4.

Issue 2: Interaction of computation

The promise of computations, i.c. priorities, must be transitive. Without this transitivity,
interaction of computation may subvert the desired ordering. For instance, suppose that
computation Cy demands the result of (uncompleted) computation Ca. If Cy's priority is
greater than Cy's, then Cy's progress is effectively that of the lower-priority C,, subverting
the desired ordering of Cy with respect to other computations.

Transitivity (of priorities) provides the dynamic ordering of resources to computation
that is so essential in the Boyer Benchmark.

Issue 3: Modularity

We need a way to preserve the functionality of a group of related speculative computations,
such as in the Boyer Benchmark and the traveling salesman problem, wherever the group
appears. We call this the modularity principle: we should be able to embed any speculative
computation or group of speculative computations as subcomputation(s) within some larger
speculative computation. For example, we should be able to have the traveling salesman
problem as a disjunct in por while retaining both the desired ordering of the disjuncts with
respect to each other and the desired local ordering of the traveling salesman computations
with respect to each other.

To support this modularity, we want each “module” to have a new, local priority space
relative to the parent priority. This allows modules to be nested in hierarchical fashion.

This modularity is important. It allows arbitrary nesting of speculative computation
with the assurance that local ordering relationships will be retained. This increases the
ease of programming and expressiveness. If all priorities occupy the same flat priority space
the lack of modularity can be quite troublesome. For example, if the traveling salesman
problem is a disjunct in a por, all the priorities in the traveling salesman problem must be
carefully adjusted so as not to interlere with the other disjuncts.

Issue 4: More complex control

Sometimes we need complex, dynamic control of computation. Consider por. We may
start with some a priori idea of the relative priority for the disjuncts but this assignment
may change as information is garnered from the disjuncts and some disjuncts complete.
Furthermore, the result of the por may be demanded by some other computation. Should
this demand be propagated to all disjuncts or just the most promising ones or propagated
according to some other policy? The answer is affected by the computational requirements
of the disjuncts, other computations in the system competing for the resources, and the
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urgency of the demand. This is the sort of scheduling problem that we must analyze to
ultimately determine the control we want,

Issue 5: Other types of control

Priorities provide only one dimension of computation control. However there are three
primary degrees of freedom in computation control:

1. the amount of resources available to speculative activities

One problem with ordering of computation is that one activity with the same position
in the ordering (i.c. the same priority) as another can effectively starve the other
activity of resources. Normally, activities in the system operate at different relative
prioritics and starvation of resources is exactly what we desire to ensure that the most
important activitics can proceed. Sometimes, though, there are situations where we
would like two or more activities to share the available system resources., For example,
we might want all the activities to run simultancously, cach with reduced resources if
necessary. This implics that cach of these activities operates with the same priority.
The problem then is that there is no way to ensure that the resources are allocated
cqually (or in whatever desired ratio) across the activities. The allocation will in
fact tend to be very unfair, favoring the activity with the greatest number of tasks
(assuming that all the activities’ tasks operate at the same priority). Thus an activity
with a large number of tasks can effectively starve another of resources.

2. the rate at which an individual computation may progress

Sometimes we would like the ability to multiplex the set of tasks comprising some
activity, or at the very least, control the rate at which a task exccutes. In [Korn82,
Kornfeld described a problem which can be solved faster, on average, by multiplex-
ing the tasks on the available processors rather than by running some subset of the
tasks at maximum rate.? Kornfeld has termed parallel algorithms possessing this
property combinatorially implosive, Such algorithms have the property that interme-
diate results generated by one approach (say top-down) can prune nodes in another
approach (say bottom-up) and vice versa (intermediate results from bottom-up can
prune top-down nodes). (See [Korn82] for a good example.) When such approaches
run concurrently, the resultant synergy in gencration and exchange of intermediate
results causes a collapse in the total processing required.

3. the duration for which an individual computation may proceed

Occasionally we would like to be able to control the duration for which a speculative
activity executes. Such control is important for potentially infinite computations. A
good example is speculative streams: we would like to control the horizon for which
we precompute stream elements as discussed in Section 1.2.5.

3Kornfeld actually described this phenomenon in the context of a single processor, but it obviously
pertains to multiprocessors as well (if for no reason other than only one processor may be available).
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Independent control of the amount and rate of resource use allows various tradeoffs,
both in the number of tasks pursucd in a speculative activity and in the rate at which they
are pursued (like multiplexing tasks). A single dimension of control, such as that given by
prioritics, cannot provide such tradeoffs, For example, with priorities only, we can get the
starvation problem described under point (1) above. In addition, with prioritics we cannot
express the duration control that is essential for potentially infinite computations, such as
speculative streams.

2.2 Reclaiming Computation

To use machine resources efficiently we must reclaim the resources devoted to irrclevant
computation. The essential issue is the reclamation of computatioa resources so they may
be recycled for other computations. We assume that:

1. processors are expensive and few in number, and

2. memory is cheap and plentiful.

(These assumptions correspond to the basic state of the art for multiprocessor implementa-
tions ) Thus by computation resources we really mean processor resources. Reclamation of
computation state, i.c. the storage used by a computation, is an independent issue. Such
reclamation is conventionally performed by a memory garbage collector.

The two important issues for computation reclamation are:

1. Reclamation speed

If there are no excess resources, irrelevant computation must be reclaimed as quickly
as possible. If there are excess resources, the speed of reclamation is not as important.
Still, it is desirable to reclaim irrelevant computation under such conditions because
such computation requires management overhead and affect. che performance of other
computation through memory traffic and interconnect contention.

2. Rurn-away task phenorncnon

This phenomenon occurs when an irrelevant computation spawns descendants faster
than they can be reclaimed. Obviously, this phenomenon must be avoided. There
must be a guarantee that all irrelevant computation will eventually be reclaimed.

We categorize the various methods for reclaiming computation according to the fol-
lowing criterion. Since a task is the entity that is assigned processor resources (by the
scheduler) in Multilisp, we use tasks as the granularity of computation. Thus an irrelevant
task in the sequel means a task whose computation is irrelevant. The following discussion
remains applicable to other parallel processing paradigms by suitably interpreting “task”
with respect to the given paradigm.




2.2. RECLAIMING COMPUTATION 43

1. How docs the method determina if a task is icreleva. &

There are two ways to determine if a task is irrelevant: implicit and explicit detection.
In implicit detection, the system deduces that a task isirrelevant. In explicit detection,
the user declares a task to be irrelevant.

2. How doces the method reclaim a task’s computation?®

There are three ways to reclaim computation, i.e. cause a task to release its processor
resources:

(a) kill the task: cause the task to permanently quit exccuting
This is, of course, irreversible.
(b) “short-circuit” the task: cause the task to abandon the remainder of the compu-
tution and immediately return a nonsense or "no-value” result
Again, this is irreversible.
(c) suspend the task
This is potentially reversible.

2.2.1 Computation reclamation methods

To illustrate the spectrum of xcclamation methods and to advance our discussion by exam-
ple, we describe four representative methods of reclaiming computation.

Garbage collecting tasks

There is no operational test that a system can perform to determine if a task is irrelevant
(short of actually performing its computation or maybe some other computation). There
are two ways to get around th:s problem and perform implicit relevancy detection. The first
way is to approximate the relevance of a task %y its accessibility, which can be determined
operationally. Thus a task (or more properly, the computation state of a task) is considered
relevant if and only if it is accessible from the root pointer set, so its result can be accessed.
This amounts to the garbage collection of tasks, an idea first suggested by [Baker78b).

Garbage-collecting tasks really amounts to extending normal garbage collection to tasks.
To determine the accessible tasks we must determine the set of all accessible objects (since
objects can have pointers to tasks).

There are two problems with garbage-collecting tasks, both following from the assump-
tion that a task is relevant if and only if it is accessible:

1. A task may be irrelevant but still accessible.

3To reiterate, by computation reclamation we mean reclaiming the computation’s processor resources.
This may or may not be connected with reclaiming the computation’s state, i.e. memory resources.
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2. Inaccessibility implies irrelevance only if all the computation is functional, In the pres-
ence of side-effects, as in Multilisp, an inaccessible task can still be relovant through
the side-cfTects it may pesform.

On the positive side, garbage-collecting tasks prevents run-away tasks: all running tasks
are stopped during a garbaga collection and not restarted until proven accessible. We discuss
this in more detail in Scction 4.2,

Context-driven reclamation

The other way to perform implicit relevancy detection is by context. In many cases, we
can deduce that a task is irrelevant from the context in which it appears. Consider the
following example with parallel 12 (which we call pizt).

(pit pred conseq alter)

Assume that pif creates tasks to evaluate pred, conseg, and alter respectively. If pred
evaluates to true (false) we know that conseq (alter) is relevant and that alter (conseg) is
irrelevant. Similarly, with por (or pand) all remaining disjuncts (conjuncts) are irrelevant
once one disjunct (conjunct) returns a true (false) value. In both these examples, we can
deduce the relevancy of tasks from the context. Then any of the three methods mentioned
carlier can be used to actually reclaim the task’s computation.

There are three problems with context-driven reclamation:

1. It can only correctly deduce irrelevancy in the absence of side-effects. Even though a
task’s result may no longer be required, the task can still be relevant through the side-
effects it may perform. Note that context-driven reclamation approximates relevancy
by accessibility, so it is really a special form of garbage collecting tasks.

2. It is not general-purpose. It can only deduce the relevancy of tasks in certain well-
defined contexts.

3. It cannot deduce the relevancy of descendant tasks (unless a lot is known about the
structure of the applivation) since there need not be any connection between the
relevancy of a task and its children. Hence this method by itself is inadequate and
cannot prevent the run-away task phenomenon.

Explicit Termination (Explicit Checking)

In this form of reclamation, reclamation is “wired” into the application. The programmer
arranges for each computation he/she may ever want aborted to periodically check some
termination condition and simply terminate, returning a value if this condition is true. This
value is either a special terminal value (perhaps a “no-value” like in [Soley] — see Section
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3.7) or a nonsense value. In any event, computation is essenially short-circuited by o true
termination condition. Note that the programmer performs both the relevancy detection
and actual reclamation explicitly.

There are three problems with explicit checking:

1. inserting all the termination checking

Every descendant computation and (potentially) every function must have termination
checks. With system help this may be manageable, but it certainly can be difficult
and awkward manually. Furthermore, some functions might be outside the scope of
an application, having been compiled in different modules or previously defined in the
cnvironment. How do we perform termination checking in these “unkrniown” functions
which may spawn descendant computations?

2. nested termination

If several pors are nested, do we have to have an independent termination check for
each por?

3. sharing of computation

All parties which might ever share the result of a computation must understand if
that computation could ever terminate and what to do if that computation does
terminate. For example, a disjunct E in a por may spawn a descendant computation
whose result is shared with some function F external to the por. What happens if
some other disjunct returns a true value first and disjunct F is terminated? What
value is returned to function F'? Unfortunately, in the presence of side-effects i¢ is all
too ecasy for this type of sharing to occur.

Since each task checks for termination, there cannot be any run-away task phenomenon
with explicit checking, at least amongst the tasks with checking. If the checking is not
thorough, and misses descendant tasks spawned by calls to unknown functions, irrelevant
tasks may proliferate.

User-directed reclamation

In this form of reclamation, the programmer declares a task to be irrelevant — through
some sort of construct, like “kill-task” — and the system Kkills the task. Another variation
is for the system to merely suspend such tasks.

Since the user manages the irrelevance declaration, the run-away task phenomenon may
occur in identifying and dealing with descendant tasks (depending on the implementation
details).

The main problem with user-directed reclamation is managing all potentially irrelevant
tasks, We discuss this problem iv Section 2.2.2.
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Muthod Irrelevancy detection Actual reclamation method
Garbage collection | implicit, by accessibility | kill tasks
Context-driven implicit, by context kill, short-circuit, or suspend tasks
Explicit checking | explicit, by terminate flag | short-circuiting tasks
User-driven explicit, by annotation kill, short-circuit, or suspend tasks

Table 2.1: Characteristics of reclamation methods

Context-directed and user-directed reclamation are actually closely related. Context-
dirccted reclamation relies on implicit relevancy detection whereas user-directed reclamation
relies on explicit relevancy declaration. Both may use the same back-end methods to actu-
ally reclaim task computation. The distinction between context-directed and user-directed
reclamation is fuzzy and depends strongly on the user’s perspective. To the end-user, a
construct like pif or por may appear to employ purely implicit reclamation: the user needs
to declare nothing. To the systems programmer writing library routines or macros to imple-
ment pif and por, these constructs may be implemented using purely explicit reclamation,

Summary

Table 2.1 summarizes the characteristics of each of these methods.

2.2.2 Problems with computation reclamation
Problems with relevancy detection

There are problems with both the implicit and explicit methods of relevancy detection.
With implicit relevancy detection, the problem is side-effects. As we mentioned carlier, the
presence of side-cffects means that an inaccessible task can still be relevant.

There are two problems with explicit relevancy detection. The first problem is that a
programmer may declare a relevant task irrelevant. Although a programmer (or program-
ming system) can potentially understand an entire program, the programmer may choose
not to, may not be able to, or may simply make an error. Thus a relevant task may de-
mand the result/effects of a task declared irrelevant, by touching the task or by requiring
the side-effect(s) the task will perform (e.g. reiease a lock or semaphore).

If a task is killed when it is declared irrelevant, then lockout deadlock will result if some
other task should later touch it (since the placeholder of the irrclevant task will never be
determined). One solution to this problem is to signal an error when a dead task is touched,
in effect declaring it an error to mistakenly declare a task irrelevant.

This solution has two problems. First, a dead task may be touched at a point in time
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and space far from the point at which it was mistakenly declared irrelevant. Thus the
crror signalled may be far removed from the actual error, making it difficult to understand
and repair, A single mistake could result in multiple errors, os different tasks touch the
same dead task. Second, the relevance of a task may change with time, Initially, the best
information available may suggest that a task is irrelevant. However, information may later
be produced (e.g. from new input data) that suggests that the task is in fact relevant.
These is no way within this first solution to express this “imperfect” relevance knowledge.

The sccond problem with explicit irrelevancy detection is managing the irrelevant tasks,
It is very awkward to manage the names of all the irrelevant tasks at the user level. For
example, with explicit checking the user must manage all potentially irrelevant tasks by
inserting tetmination checks and with usac.directed reclamation the user must maintain
lists of all potentially irrelevant tasks. A more fundamental problem is getting the names
of irrelevant tasks in the first place. This problem arises with unknown function calls. The
user has no way of tracking the descendants that such calls may create.

Problems with actual reclamation methods

All three methods for actually reclaiming computation — killing, short-circuiting, and sus-
pending — have problems. The most serious problem with killing iz that it is irreversible.
This means that lockout deadlock is always a possibility in the presence of side-cffects. As
we argued in the previous section, declaring it an error to demand the result (value or effect)
of a killed task is inadequate.

Short-circuiting is a particular form of killing (the short~circuited computation is never
completed) and even without side-effects has problems with unknown function calls, nesting
of computation, and sharing of computation.

Suspending is attractive because it is potentially reversible and thus can circumvent
lockout desdlock. Side-effects still pose difficulties for the “safety net” of suspending, be-
cause we have to be able to propagate the demand for a side-cffect to the task(s) responsible
for performing it. (Or, prevent such task(s) from being suspended in the first place).

2.2.3 Summary

Table 2.2 summarizes the potential problems of each method of irrelevancy detection and
actual computation reclamation.

In addition to the speed of reclamation and possible run-away task phenomena, the

essential issues are:

1. How much of the reclamation must the user manage?

Does the user or the system manage:

(a) irrelevancy detection
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[ Irrclavancy detection method | ‘Potentisl problems !
- InTﬂicit ] Side-cffects
Explicit Mistakes due to user or side-cffects

Managing tasks
Unknown function calls

[ Actusl reclamation method | Potential problems ]
Killing Demanding killed tasks, for result (by touching),
or for side-effect
Short-circuiting Awkward to insert checks

Unknown function calls

Nested computation

Shared computation, i.e. demanding killed tasks
Suspending Side-effects

Table 2.2: Problems with reclamation methods
(b) listing all irrclevant tasks and descendants
(c) the actual reclamation — checking or interrupting named tasks

2. Is the reclamation reversible?
The cssential support required for computation reclamation is:

1. some way to recover from incorrect irrelevancy detection

The sources of incorrect irrevelancy detection are too numerous and perverse — side-
effects, sharing of computation, and user mistakes — to realistically prevent incorrect
decisions.

2. some way to record the name of descendants

This addresses the problem of naming the descendan’ *asks of unknown function calls.

2.3 Side-effects

With speculative computation, as with conventional parallel computation, the main issue
with side-effects is proper synchronization. The emphasis on relaxing synchronization con-
straints and the ability to abort computation give rise to three additional issues.

1. Persistence
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When a task is aborted what happens to the effects it has performed? If such effects
persist after the task is aborted the semantics of the application may be violated. For
exampla the task may still hold some lock or semaphore, possibly leading to deadlock.
Or more generally, it may be possible to deduce that a task executed (and even for
how long) by examining its effects, when in fact none of the task was to be visible once
aborted. Other times, persistence of effects may be desirable: we may be depending
on persistence or the cffects may benign, such as if nobody observes them.

One possibility is to completely undo all side-cffects performed by an aborted compu-
tation, yiclding “all-or-nothing” semantics for side-cffects, as in atomic transactions.

2. Interference

With speculative styles of computation we might temporarily violate precedence con-
straints — to speed exccution — and repair the execution order later. This could lead
to interference, i.e. name conflicts, that would otherwise not occur. For example, in
branch prediction both branches could side-cffect the variable x. We must ensure that
x has the proper value afterwards. This entails both a synchronization issue (ensuring
the proper final value for x) and a persistence issue (what if one branch side-effected
y and the other branch did not — which effect persists?). Both of these problems can
be addressed (at considerable potential expense) by encapsulation methods in which
cach speculative thread has a copy of the store and the copies are merged afterwards.

3. Relevance

Certain side-effects that would be performed by an aborted task may be relevant.
This is the case with the lock/semaphore example given previously. There can also be
more subtle interactions: a task may later write a shared object for which other tasks
are waiting. This implicit communication introduces two types of problems. First, it
is not possible, in general, to determine which tasks “view” the side-effects a task may
perform. This makes implicit identification of irrelevant tasks impossible. Second, it
is not possible, in general, to determine which tasks generate the side-cffects a task
may require.?

In many instances the only reason that the relevance issue surfaces in the lock or
semaphore example is because of the persistence in the first place of the side-effect
to acquire the lock or semaphore. This desnonstrates the close coupling between
relevance and persistence. In other instances, relevance is an issue even without
persistence. In the lock/semaphore example some other task T, could have acquired
the lock/semaphore on behalf of task Ty with T} still responsible for its release. Thus
the persistence of task T’s side-effects has nothing to do with the deadlock and T}’s
relevance.

‘Complicating these two problems is the fact that it is not even possible, in general, to determine a priori
if a task will perform a side-effect.




50 CHAPTER 2. MAIN PROBLEMS
2.4 Errors and Exception Handling

Speculativo computation raises the following two new issues in error and exception handling:

1. Control-related errors

A task controlling the resource use of others may encounter an errer or exception
condition. How daes this affect the controllee(s)?

2, Irrclevant errors

Errors may be or become irrelevant by virtue of occurring in an irrelevant task or in
a task which later becomes irrelevant. Recognizing this, how are errors and exception
conditions treated?

These issues and the whole problem of errors and exception handling in a parallel com-
puting environment nced to be investigated further.

2.5 Summary

The four main problems with supporting speculative compuiztion in Multilisp are control-
ling computation, reclaiming computation, side-cflects, and errors and exception handling.
The key issues in controlling computation are the interaction of computation, the modularity
of computation control, and the desired control policy. The important issues in reclaiming
computation are the speed of reclsmation and the degree of management required by the
user. Reclamation should be reversible and there should be support for naming descendant
tasks, Carefully distinguishing between the reclamation of computation resources (what
we mean by computation reciamation) and computation state makes reversible reclamation
possible.




Chapter 3

Related Work

Many researchers have noted the potential of speculative computation and proposed var-
ious constructs for introducing speculative computation (although few seem to have been
concerned about controlling it). In this chapter we survey the most substantial efforts to
date (that we know of) concerning speculstive computation, giving extensive coverage of
other Lisp-based approaches. We criticize these other cfforts with respect to the problems
discussed in Chapter 2.

3.1 Sponsors

Kornfeld and Hewitt defined a sponsor as “an agent that provides computational effort”
[Korn81b). A succession of Actor-based [Agha)] languages, starting with Ether [Korn79),
and continuing with Act2 [Therizult] and Acore [Manning], have incorporated sponsors. In
Ether, for example, each activity has a sponsor which controls the amount of processing
power that the activity receives. A sponsor is created with an initial amount of processing
power which may be distributed as the sponsor directs, such as to any sponsors it may
create. A sponsor may redistribute any processing power that it in turn may receive. A
computation may be aborted by sending a “stifle® message to its sponsor.

Sponsors provide a framework to control computation resources. Certainly, various
forms of speculative computation can bz expressed within this framework, but this potential
of sponsors has not been developed very much. Kornfeld investigated some ideas in this
direction, notably his discovery of combinatorial implosion [Korn82] and some work with
cryptarithmetic puzzles [Korn81a.

3.2 Burton’s Work

In [Burt85s) and [Burt85b] Burton considered support for speculative computation in a
simple functional programming language. To control computation, he proposed a single
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primitive function, which he termed priority. This function takes two arguments: an
expression B to cvaluate and a roal-valued priority r. It operates cssentially as future
in Multilisp with the addition of a priority: priority(E,r) creates n speculative task! to
cvaluate expression £ at priority r and immediately returns an empty placcholder object
which the tack later fills with the result. A task accessing an empty placcholder is blocked
until it is filled. Computation resources are allocated to favor high-priority tasks over lower
ones Only the ordering implied by the relative values of the priorities is important in this
determination. Mandatory tasks (those not created with priority) are always favored over
speculative tasks. Although not mentioned by Burton, it is apparent that any child task of
a speculative task (whether or not the child is created with priority) is also speculative.

If a mandatory task demands the result of a speculative task, the speculative task is
upgraded to mandatory. Nothing analogous occurs if one speculative task demands the
result of another, i.c. priorities do not obey transitivity [Burt89). Thus Burton’s work
suffers from the priority subversion described in Scction 2.1.

Because Burton considers only a functional language, a speculative task is irrelevant
when its placchoider is inaccessible. Thus one could use implicit reclamation — garbage
collecting tasks — for reclaiming irrelevant computation. Burton suggests the explicit
reclamation approach of Grit and Page [Grit]. This approach consists of spawning “killer”
processes to traverse the descendant tree. Burton also suggests using this same approach,
with “promoter” processes replacing “killer” processes, to upgrade speculative computation
to mandatory.

Problems

The major weakness with Burton’s approach centers on his system of priorities which suffers
from the following three problems:

1. Lack of expressiveness

As discussed in Section 2.1, prioritics provide only one dimension of computation
control.

2. Lack of modularity

The priorities in Burton’s work occupy a global space: there is no hierarchical struc-
ture. Thus a programmer must manage a global space of priorities, making it difficult
to develop and understand pieces of a program independent of the whole.

3. Lack of flexibility

The priorities in Burton’s work are fixed. Thus the computation resources allocated
to speculative activities cannot be reassigned in the event that better information

!Burton used the term computation instead of task. We use task in this description to avoid confusion
with the types of computation defined in Section 1.1.1.
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becomes available. Furthermore, the priorities lack transitivity, leading to priority
subversion. :

3.3 DAPS

Another functional language effort which addresses speculative computation is Hudak’s
work on Distributed Applicative Processing Systems (DAPS) (Hud84]. Hudak presents
a model for distributed graph reduction which incorporates vita! (i.c. mandatory) tasks,
eager (i.c. speculative) tasks, and reserve tasks (Hud83]. In our terminology his reserve
task is a speculative task that is no longer required by the activity which created it but still
is (or may be) required by some other activity. Hudak describes an implicit reclamation
scheme to collect garbage graph nodes, delete irrclevant tasks, and detect dormant (i.e.
dcadlocked) graph nodes in this model [Hud82). This scheme uses a distributed mark-
sweep algorithm which runs concurrently with the graph reduction process. The mark
phase consists of two processes. The first marking process traces from the task roots on
cach processing element to find all deadlocked nodes. After this process completes, a second
marking process traces from the graph root to find all vital, eager, and reserve tasks. After
the mark phase completes, the sweep phase deletes all irrelevant tasks in the system task
quecucs and performs a conventional memory sweep.

Problems

1. There is no mechanism in Hudak’s model to control resources allocated to speculative
computation.

2. The garbage collection szheme has problems, as discussed in Chapter 2, when extended
to a computation mndel such as Multilisp’s which includes side-effects.

3. The garbage coilection scheme may be too slow to discover that a task is irrelevant.
Irrelevant tasks can run until the next sweep phase completes, which may be a long
time (see discussion in Section 4.2.1).

3.4 MultiScheme

MultiScheme [Miller] is a *ecrsion of Scheme [Abelson,Rees} extended with parallel con-
structs. The chief such construct is future, which MultiScheme inherited from Multilisp.
MultiScheme is very similar to Multiiisp although their implementations differ greatly. Mul-
tiScheme is based on M.I.T. Scheme (an extension of Revised® Scheme [Rees]) and includes
special hooks into the implementation for experimenting with different scheduling strategies.
Multilisp, in contrast, takes a closed view of the implementation.

MultiScheme provides two forms of support for speculative computaticn. The first
is the procedure disjoin. This procedure takes an arbitrary number of undetermined
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placcholders as argurents and returns a pluceholder for the first argument to be determined.
Thus disjoin can be used to introduce “first-of” styles of speculative computation where
the first alternative to return success renders all other alternatives irrelevant. The second
form of support provided by MultiScheme is a stop-and-copy version of the Baker and
Hewitt algorithm {Baker78b] to garbage collect irrclevant tasks., MultiScheme provides for
the “finalization” of objects. One garbage collection cycle before an object disappears from
the system (as a result of being inaccessible from the main root), user supplied code can be
invoked to “finalize” the object, releasing locks and cleaning up. See [Miller] for the details
of this mechanism.

More recently, Epstein [Epstein] has added priority-based scheduling to MultiScheme
using the scheduling hooks mentioned above. Each task has a priority and the scheduler
endeavors to run only the highest-priority tasks during cach time slice. The priority of
a task is at least as great as that of any tasks waiting for its value: when a task touches
another task, the touchee’s priority is promoted to the toucher’s priority. Any change in the
touchee’s priority is propagated in the same way to the task it may be touching, and so on,
down the touch chain. This priority system is also used in reverse to reclaim computation:
when a task is no longer required (e.g. if it is a remaining alternative after a disjoin
returns) the task priority is downgraded to a very small value. If this task is touching
another, the touchee task is also downgraded (provided the touchee has no higher-priority
toucher), and so on down the touch chain. Epstein’s work is based on ideas outlined in our
proposal [Osborne].

At this time, no one, including Epstein, has run any applications with Epstein’s ad-
ditions for speculative computation. Thus we cannot compare MultiScheme's support for
speculative computation with ours on the basis of performance.

Problems

1. Although Epstein’s work has provided MultiScheme with an ability to control com-
putation resources, the control lacks modularity.

2. There is a lack of expressiveness in the types of speculative computation that may be
introduced. For instance, there is no way to express speculative streams.

3. Downgrading task priorities lacks expressiveness for reclaiming computation since
untouched descendant tasks are not downgraded. There is no mechanism to auto-
matically downgrade all the children of a downgraded task arZ no mechanism to
automatically downgrade a collection of tasks. Thus the user must explicitly track all
tasks and their decendants that he or she might want to reclaim.

The burden of explicitly tracking all tasks is so onerous in MultiScheme (consider, for
example, descendant tasks generated by “unknown” function calls) that, in fact, only
the top level tasks in a disjoin or pit are reclaimed by downgrading. All descendants
are reclaimed implicitly via garbage collection. (This means that there is no run-away
task problem). This leads, though, to the next problem.
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4. Garbage-collecting tasks suffers from two prohlems. First, it can be slow to discover
that a task is irrelevant. Thus it detracts from the efficiency with which the resources
may be used. Second, it reclaims all inaccessible tasks, even those that are mandatory
by virtue of the side effects they are performing.

On the positive side, the Baker and Hewitt garbage collection algorithm used in
MultiScheme is guaranteed to collect sll run-away tasks.

5. Finalization, which is intended to deal with the problem of exclusive resources (c.g.
locks and semaphores) held by aborted tasks, is slow to occur, Not only must one
wait, until a garbage collection flip occurs, but one must also wait until the object
becomes inaccessible before it can be finalized.

3.5 Qlisp

Qlisp [Gabr84,Gabr88,Gold88,Gold89) is a versior of Common Lisp [Stecle] extended with
explicit parallelism constructs. Qlisp and Multilisp are quite similar in their approach to
exploiting parallelism. Qlisp even has a construct similar to future. In fact, the main

“q” constructs in Qlisp — the parallel constructs — have been implemented as macros in
MultiScheme.

Qlisp has two forms of support for speculative computation: heavyweight futures (to be
implemented soon) and four ways to reclaim computation.

Heavyweight futures are designed for Or-style parallelism (where only some subset of a
set of tasks may be required). A heavyweight future is a single future object and a sct of
tasks.? A combining algorithm accumulates the task results to generate the future value.
The spawn construct which creates a heavyweight future takes a set of keyword parameters
for this combining algorithm. These parameters specify:

1. an initial ;'alue, snit, for the accumulator,

2. a filter function, Filter, which determines if a task result should contribute to the
future value,

3. a combining function, Combine, for updating the accumulator with a task result,

4. a terminate function, Terminate, for determining when to return the accumulator
value, and

5. a count, count, which specifies the number of times the terminate function must be
satisfied.

The combining algorithm is as follcws. result denotes the accumulator value.

3INc% all the tasks need be known a pr;';ri; they can also be contributed dynamically.
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1. result « tnst

2. when task ¢ returns val;:

if count > 0
if Filter(val;) {
result « Combine(val;, result)
if Terminate(result) {
count « count — 1
if count =0
determine future to result and kill all remaining tasks
}

}

The killing of tasks with heavyweight futures is an example of the context-driven recla-
mation discussed in fection 2.2.1, This is the first way to implicitly kill tasks in Qlisp. In
this case, only the tasks associated with the heavyweight future are killed; any descendants
of these tasks are not killed.

Constructs such as qor and qand (Qlisp’s por and pand) can be built on top of heavy-
weight futures.

The second way to implicitly kill tasks in Qlisp is with garbage collection. Unlike
in MultiScheme, garbage collection in Qlisp is not the primary mechanism for reclaiming
computation; it is intended as a backup instead. Thus the speed of garbage-collecting tasks
is not a critical issue in Qlisp. The second problem we noted earlier with garbage-collecting
tasks is that inaccessible, but still mandatory (via side-effect) tasks may be incorrectly
killed. Qlisp allows tasks to be declared “for effect” when created. Such tasks are never
killed by the garbage collector.

Qlisp also includes two ways to sxplicitly kill tasks. The primitive kill-process kills

the tasks(s) associated with a given future. It is an error to touch a future whose task(s)
have been killed.

The other way to explicitly kill tasks is with the catch and throw constructs.

(catch tag form) evaluates form. If this evaluation produces a value, the value is re-
turned as the value of the catch expression.

(throw tag valuc) causes value to be “thrown” to the nearest catch in the dynamic
task creation chain which matches tag. Upon receiving a thrown value, catch immediately
returns that value and kills all tasks spawned while evaluating its form. (Qlisp also has
a return-from construct which is equivalent to throw except the tag is lexically scoped.)
Thus catch and throw can be used for “one of” styles of speculative computation (e.g. OR
parallelism) where one alternative is selected from several explored concurrently.

3Tasks ave called processes in Qlisp.
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Qlisp provides a solution to the problem of killing tasks possessing an exclusive resource.

(unwind-protect form cleanup) evaluates form and always evaluates cleanup before

1.
2.

the unwind-protact returns, even if form causes a throw to be evaluated, or

the task evaluating unwind-protect: is actually killed.

Problems

The major problem with exploiting speculative computation in Qlisp is the lack of any way
to contrcl computation resources. We list four other problems below.

1'

Lack of expressiveness

As with MultiScheme, there is no way to express certain types of speculative compu-
tation. For instance, there is no way to express speculative streams.

. Task touching

With explicit task killing, a task can touch a killed task. In the case of catch/throw
this can happen even without side-effects — the value returned by a throw could be
a pointer to a task spawned within its matcking catch. Touching a killed task is
handled by signalling an error. As discussed in Section 2.2.2, this can lead to bizarre
and undesirable error behavior.

Task killing lacks sufficient power

Except for garbage collection, which intended as a backup, each way of killing tasks
in Qlisp lacks sufficient power. The simplest way to kill tasks is with kill-process.
However, kill-process does not kill child tasks and thus the user must explicitly
track all tasks and their descendants that he or she might want to kill. This need to
explicitly track all tasks makes it especially difficult to deal with “unknown” function
calls which may create child tasks.

The next way of killing tasks is implicitly in conjunction with heavyweight futures.
The supposed advantage of heavyweight futures over more primitive implementations
using the catch and throw mechanism (besides case of expression) is that a heavy-
weight future clearly defines the lifetime of the future’s associated tasks and thus these
tasks can be killed implicitly. However, the children of these tasks may have a lifetime
exceeding that of the heavyweight future. (The future object of a child task could
“escape” the heavyweight future by side-effect or by the return value.) Thus only the
tasks immedioately associated with a heavyweight future (and not their descendants)
may be killed implicitly.* This leaves the user responsible for explicitly killing all the

‘Even implicitly killing these immediate tasks is problematic: some of them could be required for their
side-effects, such as releasing a lock or semaphore. The unwind-protect construct provides protection
against this problem.
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descendant tasks. We have alrecady mentioned the problems of explicitly killing with
kill-process.

The alternative, and last way to kill tasks, is to use catch and throw. This method
kills all descendant tasks, unlike the previous two methods, but now runs into problems
with side-cflects. Because computation is killed when it is thought to be irrelevant,
there is no way to restart it if proves to be necessary. Side-cffects can make it very
difficult to determine when a task i irrelevant, especially in large systems.

4. Run-away tasks

Descendants of a catch may be spawned faster than they can be killed. One expensive
way to prevent this is for a task to check up its chain of catches before spawning.

3.6 Pailisp

PaiLisp (Ito] is another parallel Lisp based on Scheme. PaiLisp is built on top ¢” Pail.isp-
Kernel, which is Scheme plus four parallel support constructs. Only two of these constructs
are relevant here: spawn and call/cc. The familiar future and delay constructs are built
on top of PaiLisp-Kernel. PaiLisp also contains a number of constructs utilizing speculative
computation: pcond, which is a speculative versicn of cond, and par-and, and par-or
which are speculative versions of and and or respectively {like our pand and por). These
speculative constructs are also built on top of PaiLisp-Kernel.

The key to speculative computation in Pailisp is call/cc. PaiLisp-Kernel extends the
semantics of Scheme’s call/cc (see [Rees]). As in Scheme, call/cc creates a continuation
and applies the argument of call/cc, which must be a procedure of one argument, to this
continuation. However, each such continuation retains the name of the task that created
it. When a continuation is invoked (with some argument arg), the caller’s task is compared
with the continuation’s creator task. There are two cases.

1. If the caller’s task is the same as the creator’s task, then the call causes a “goto”
within that task, just like in Scheme. The call/cc which created the continuation
returns with arg.

2. If the caller’s task differs from the creator’s task, then the call causes a “goto” within
the creator task just as if the continuation were invoked by tae creator task. Thus
the call/cc in the creator task which created the continuation returns with arg.
The caller task proceeds concurrently with the goto in the creator task and receives
undefined as the return value of the call.

Thus a continuation is a goto strictly within its task of creation. A continuation invoked by
a task other than its creator amounts to remotely forcing a goto in the creator task. This
provides a means for one task to terminate another (as well as other inter-task control). To
illustrate this we describe the spawn construct.
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(spawn ¢) creates a task to cvaluate ¢ and returns undefined. A task in PaiLisp-Kernel
is considered to have a definite start and end. Thus to terminate a tusk we can just force
it to goto the end of the task. The following code captures the “ending” continuation and
saves it in the variable p.

(spawn (call/cc (lambda (cont) (set! p cont) ¢)))

To terminate ¢ anytime during its exccution we merely have to invoke the ending continu-
ation saved in p, as in

(p 'dummy)

This causes the task evaluating ¢ to jump to the end and terminate. Thus PaiLisp’s ex-
tension to call/cc allows the ability to kill tasksS [Ito] describes how to use this ability
to construct pcond, par-and, and par-or and, of course, this ability could also be used in
other applications of speculative computation.

Problems

1. There is no way to control computation resources.

2. Task killing via task ending continuations is inadequate.

“Killed” tasks cannot be restarted. Thus this form of computation reclamation suffers
from the problems with sharing and nresting of computation described in Section 4.2.
Also, in Pailisp-Kernel we have to explicitly manage each task that we might ever
want to kill. For instance, we have to explicitly retain the task ending continuation
of each such task. However, we can avoid the manual killing of descendant tasks that
this implies by an appropriate macro interface which saves the ending continuation
of a task’s children in some place that the task’s ending continuation can find and
invoke them. This trick would give automatic naming of descendants and thus avoid
the awkwardness and the difficulties with unknown function calls described in Section
4.2,

3. Task touching
As in Qlisp, a task can touch a killed task.

4. Side-effects

There is no provision for dealing with tasks that may possess exclusive resources (e.g.
locks and semaphores) when killed.

5. The continuation-based termination mechanism seems very expensive.

5There seems to be at least one major problem with this extension, however; what happens if a continu-
ation is invoked after its creator task has returned a result and terminated?
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3.7 Speculative Computation in Dataflow

Soley [Soley] investigated speculative computation in the dataflow language Id [Nikhil).
His interest was primarily in supporting the multiple-approach speculative computation
prevalent in ALl

In the first part of his thesis, Soley introduces nondeterminism into the determinate
language Id to give the ability to control speculation. He suggests extending Id with a
single nondeterministic primitive: a multiple assignment cell (in contrast to the write-once
cells (I-structures) already in Id). As Soley demonstrates, this addition is sufficient to allow
computation reclamation by explicit checking. Thus his multiple assignment cell brings Id
up to the latent ability of imperative languages with respect to speculation control. Soley
points out that this explicit checking spproach is awkward and cannot deal with unknown
function calls (as we argued in Section 2.2.1).

Soley addresses these problems in the second part of his thesis where he describes lan-
guage and system support for speculation. In the Id system, requests to the system for
memory allocation and code block execution (i.e. function calling) are managed by nonde-
terministic ontities called managers. Soloy’s ides for controlling computation is to place an
agent between the applicationr code and the system: manager(s) to “filter” these manager
requests. Since managers are part of the Id language, Soley describes this agent itself as a
manager. This clegant idea allows Soley to express the desired computation control com-
pletely within the Id language (i.c. by writing appropriate Id code for the agent-managers).
For example, an agent-manager could allow computation to proceed based on some priority
of the requests.

Soley performs computation reclamation in the same manner: he filtess requests through
agent-managers that check some flag for reclamation. There are two strategies when the
flag indicates reclamation. The agent-manager can either suspend computation by failing
to pass requests on to the system manager, or terminate computation by returning a special
“service denied; please terminate” result to requests. Soley chose the latter strategy so that
the underlying dataflow graphs would be sclf-cleaning. To indicate termination, an agent-
manager returns the special value “no-value”. Soley modified all major language schemas,
such as function-calling, to take appropriate actions when an input is “no-value”, (See the
Appendix of [Soley] for details.) In general, if any input to a dataflow operator is “no-
value”, the result will be “no-value” as well. The predicate no-value? “captures” such
propagated “no-values”.

This method of computation reclamation amounts to explicit checking at the granular-
ity of manager requests (i.e. allocation and function calls). Reclamation is achieved by
“short-circuiting” computation, forcing it to terminate prematurely by rcturning a special
nonsense result, as described in Section 2.2.1, rather thar suspending computation. Un-
known function calls pose no problems with this computation reclamation since managers
are inherited dynamically by called code. Thus any called code, even if it is an “unknown”

SThough he had to extend the language and system architecture a bit.
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function, always has a well-known manager to perform termination checks on allocation
and function calls,

Soley abstracted and encapsulated his support for speculative computation in three
constructs: speculate, terminate, and prioxrity.

speculate [ Ist

calls f on each clement of st in parallel. Leu us call the application of fto an element of
Ist a branch. (Soley calls this a task, but we prefer branch to avoid confusion.) speculate
returns the result of any one branch (presumably the first branch to yield a result). In
this sense, speculate is like McCarthy’s amb operator [McCarthy]. Unfinished branches
are terminated when speculate returns. Thus speculate is basically parallel or, i.c. por
(assuming that not all branches return nil).

terminate dummy
injects “no-value” into the executing computation, causing that branch to be terminated.
prioxity priority

sets the priority of the execcuting branch to priority. Each branch can have a different
priority.

terminate and priority must be executed in the scope of a speculate.

speculate creates an agent-manager for each branch to control computation and uses
an array to communicate the relative success/failure of branches. It is certainly possible to
build other constructs for speculative computation using the same agent-manager approach.

Using a dataflow simulator, Soley investigated different approaches to solving the Eight
Puzzle (see Section 8.6 or |Nilsson]) using his support for speculative computation. His
results were mixed. While he found that speculation greatly reduced the critical path, this
only happened if the scarch depth was sufficiently large. In other words, he found the
cverhead for speculative computation to be rather large. This is not surprising given the
expense of managers and his rather coarse-grain checking. When he experimented with
priorities, he found that the overhead of priority management completely overwhelmed any
benefit.

Problems

1. Lack of expressiveness

As mentioned earlier, speculate is basically por and thus is only applicable to or-like
parallel search with a static number of branches. Not all speculative computation fits
this mold. Two non-conforming examples are or-like search with a dynamic number
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of branches and speculative if. These two examples, and many similar examples,
can be accommodated by implementing new constructs in terms of underlying agent-
managers,

However, a more fundamental problem with Soley's approach is his exclusive reliance
on the use of prioritics for computation contrel. Thus his approach suffers the same
lack of expressiveness as described in Section 2.1. For example, Soley cannot express
speculative streams.

. Priority subversion

Prioritics are not transitive, leading to the effective subversion of priorities discussed
in Section 2.1 when one computation blocks on another computation of lower priority.
This is difficult problem to deal with because it touches on a fundamental problem
with controlling computation in dataflow. |

Each instruction in dataflow is an independently scheduled thread (i.e. task). This
ultra-fine-grained parallelism makes it too expensive to control computation at the
thread level (by attaching a priority with each instruction, for example). The alter-
native is to organize instructions into collections and attempt to control computation
by controlling the collection. This is the approach that Soley took: he organized
computations into “branches” and assigned prioritics to these branches.” This alter-
native implies a restriction in the granularity of control which forces a certain lack of
control: individual computations comprising a collection cannot be controlled. Thus
there are only two choices available when a computation in some collection A demands
the result of a computation in some collection B: either transfer A’s priority to all
the members of B or do not transfer any priority. Both alternatives are inadequate
because the independent computations of B must be treated collectively.

. Reclamation of shared computation

Soley’s method of computation reclamation solves the nested computation and un-
known function call problems with explicit checking, but still suffers from the shared
computation-problem. This is only a latent problem because there is no way to express
shared computation in Id with Soley’s extensions. Since Id evaluates all expressions
eagerly, there is no way for one expression to be evaluated simultancously in the
scope of two non-nested speculates. (There is, of course, the pcssibility of branches
communicating via I-structures.)

This changes, however, with the addition of laziness to Id as proposed by [Heller]. A
lazy thunk could be simultaneously in the scope of two non-nested speculates and
thus represent shared computation if demanded by both speculates. What happens
if one speculate terminates its branch(es) which demanded the lazy thunk while the
other speculate still demands the thunk’s value?

In Soley’s scheme, each branch of a speculate is assigned an agent-manager which
all computations in that branch inherit via the dynamic scoping of managers. The

"The only such “branches? in Soley’s work are the well-formed branches of his speculate construct and

he only assigned priorities to branches relative to other branches of the same speculate. We generalize both
these notions here.
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first branch to demand the lazy thunk will start the thunk in the branch’s scope, and
thus the thunk computation will inherit that branch’s agent-manager. Subsequent
demands for that thunk by other thunks will block awaiting the value (we are assuming
memoization of lazy thunks), If this first branch is now terminated, the thunk may
(depending on timing) evaluate to “no-value” instead of its “proper” result.

3.8 Parallel Logic Languages

Resecarchers in parallel logic languages have long recognized the potential of a form of
multiple-approach speculative computation which they call Or-parallelism. The idea of Or-
parallelism is to cvaluate all the potentially unifiable clauses (i.e. “matching®) clauses for
a given goal in parallel. (See [Shapl] for example.) There aro two types of Or-parallelism:
onc-solution Or-parallelism and all-solution Or-parallelism. One-solution Or-parallelism
is cssentially like pox: when one evaluation succeeds the remaining evaluations may be
aborted. All-solution Or-parallelism involves no speculation per se since all evaluations sre
required. However, in those parallel logic languages retaining the cut operator (from se-
quential Prolog), there can still be speculative computation in connection with cuts. Sce
[Hausman] for example. Or-parallelism is a simple idea, but its exploitation is difficult,
in general, due to the interference problem described in Section 2.3: the variable bindings
for the parallel clauses may clash. The general solution to this problem requires multiple
environments, with one environment per clause. Much of the work to date in Or-parallelism
has been concerned with reducing the copying overhead involved with such multiple envi-
ronments. (See, for instance, the introduction of [Warren).)

With respect to Or-parallelism, work on parallel languages has split into two camps:
those committed to Or-parallelism as their primary means of concurrency and those com-
mitted to And-parallelism (a type of mandatory parallelism in logic languages), with lim-
ited Or-parallelism. To distinguish these approaches, we call the former “primary” Or-
parallclism and.the latter “secondary” Or-paralielism.

The most well-developed work in primary Or-parallelism seems to be that of the Aurora
System [Lusk], resulting from the collaboration of rescarchers from the Argonne National
Laboratory, the University of Manchester, and the Swedish Institute of Computer Science.
The Aurora System is an all-solution, Or-parallelism extension of Prolog with cut (so there is
still speculative computation). Although these researchers have recognized the potential of
speculative computation, they are still at an early stage. They have no means for controlling
Or-parallelism and their scheduler treats speculative work the same as mandatory work.

The main work in secondary Or-parallelism is in “committed choice languages”. Such
languages nondeterministically choose a single unifiable clause to reduce. (This choice is
irreversible, so there is no backtracking like in sequential Prolog.} The oniy Or-parallelism,
then, in such languages is the one-solution Or-parallelism in choosing the unifiable clause
to reduce. This Or-parallelism can be non-trivial, however, because the guard part of
clauses must be evaluated before clause selection. There are three main committed choice
languages with such Or-parallelism. PARLOG [Clark] allows Or-parallelism as long as
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compile-time analysis can determine that multiple environments are not required (i.e. there
is no interference). Guarded Horn Clauses (GHC) [Ueda) takes a run-time approach. GHC
allows Or-parallelism with the proviso that if execution of a clause could lead to interference
(by binding a variable non-local to that clause) the execution of the clause suspends until
cither somc other process binds the variable or the clause is selected for commitment. Flat
GHC (FGIIC) is a subset of GHC that does not require suspension because of restrictions
placed on the guard part of a clause. Flat Concurrent Prolog (FCP) [Shap2] (an evolution
of Concurrent Prolog which did allow all-solution Or-parallelism) allows one-solution Or-
parallelism because, like GIC, it places restrictions on the clauses so that suspension is
never required. None of PARLOG, GHC, and FCP have any means for controlling Or-
parallelism.

The work of Chikayama et al [Chiks] offers a higher-level approach to speculative com-
putation in logic languages. They describe an operating system for a parallel inference
machine (PIM). This operating system, called PIMOS, provides features which, although
not designed for speculative computation per sc, may be used for supporting speculative
computation. PIMOS is implemented in an extension of the KL1 language, which is a vari-
ant of FGHC. The main extensions useful for speculative computation are priorities and
shens, managers for controlling computation which have much in common with the groups
we present in Chapter 5. Both goals and clauses may have priority annotations attached for
directing operating system scheduling. All priorities apply only locally within a processor
cluster, though, not globally, since PIM is a looscly-coupled multiprocessor. A shden con-
trols the exccution of a specified goal in two ways. First, cach shten has a priority range,
specified at creation time, in which all the computation cumprising this goal executes. That
is, all the computation within a shden exccutes with priorities relative to the priority range
of the shden. In the current implementation the priority range is fixed once a shden is cre-
ated. It is not clear if the goal and clause priorities arc also fixed. Second, a shden controls
the resources — such as time and space — allocated to the shden's computation according
to the meta-program “script” of the shden. This resource control feature may be used to
abort computation. Presently, execution time is the only resource that a shien can control.

Shdens can be nested; thus shdens provide modularity.

Problerns

The main problem with KL1 is lack of demand transitivity. Three factors contribute to this.
First, the priorities — at least the shden priorities — are {currently) fixed. Second, there
is no priority interaction across processor clusters. Third, there is no explicit relationship
between the demander of a logic variable’s value and the computation which will produce
the variable’s value. Thus there is no general way to determine which computation to
demand Therefore logic variables are fundamentally different from the futures and tasks
in Multilisp in a way that poses difficulty for speculative computation.
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3.9 Summary

Aside from Epstein’s work (based on our work), Burten’s work (not implemented), and
Chikayama's shoens, these approaches to speculative computation address only half the
issues: they all address reclamation, but fail to address controlling computation, Further-
more, the computation reclamation in all these approaches is inadequate in one way or
another: either it is too slow (garbage collecting tasks), irreversible, or has no support for
naming descendants (explicit methods).

We want to put these criticisms in perspective though, Our implementation has prob-
lems too — notably the same lack of modularity and lack of speculative streams for which
we have criticized other work. Sce Section 6.3 for a discussion of deficiencies. However, our
implementation is a subset of s model for speculative computation, which we present in
Chapter &, which does address these problems. The applications we describe in Chapter 8
support our statement about computation reclamation. In the Emycin example described
in Section 8.3, aborting uscless computation is important but garbage collecting tasks is
totally inadequate: no garbage collection occurs during exccution,







Chapter 4

Approach

In this chapter we discuss our approach to the four main problems described in Chapter 2,

4.1 Confrolling Computation

Computation control is a scheduling problem. Optimal solution of scheduling problems
is often difficult (both in determining the solution and implementing it) even if sufficient
information is available. They have an annoying tendency, for example, to be NP-hard. In
most cases in practice we do not have sufficient information available and we must either
resort to simplifying assumptions to make the optimal scheduling problem tr:-stable or
abandon the optimal scheduling problem and pursue heuristic/ad hoc scheduling policies.
We pursue the former in Chapter ¢ and the latter here.

We believe the most important control is some way to order the allocation of resourcest
to speculative computations in accordance to their relative “promise”. This dimension of
control specifies the order in which tasks are allocated available resources, especially the
order in which tasks are selected for running if more resources become available or selected
for suspending if fewer resources become available. However, ordering is not sufficient. We
believe there are three other important dimensions of control over resource use:

1. amount of resource use (i.c. total resource use over time)
2. rate of resource use (i.e. instantaneous resource use)

3. duration of resource use

Given the singular importance of ordering we believe that ordering and the last three

'In accordunce with our assumption in Section 2.2 we concentrate exclusively on processor resources.
These remarks apply equally, however, to other resources, such as memory.
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dimensions should be independent. The last three dimensions are related, and hence de-

pendent, as follows:
d
ayp; = Z ./;—0 r,-(t)dt
€A; "~

where a4, is the amount of resources devoted to activity j, comprised of tasks in the set
A;, ri(t) is the rate of task ¢ as a function of time, and d; is the duration of task 1.

As discussed in Scction 2.1, control must include demand transitivity in the ordering
and some mechanism for modularity.

Our ideas for controlling computation are still ad hoc and heuristic. To move our idcas
past this point we need to do two things. First, we need to study scheduling problems to
determine optimal scheduling policies and the required control. We hope to either apply
these results directly or extrapolate them to practical situations. In Chapter 9 we start by
analyzing optimal scheduling of simple pors and pands. Second, we need to study many
more applications to determine the desired control in different situations. In the rest of this
thesis (excepting Chapter 9) we focus on basic control mechanisms.

4.2 Reclaiming Computation

From the discussion in Section 2.2, it should be obvious that we need support for reclaiming
computation. Reclamation without support, as exemplified by explicit checking, is tvo
awkward and suffers from difficulties such as unknown function calls, nesting, and sharing
discussed in Section 2.2.1. While reclamation without support may be useful in simple
cases, it lacks expressive power in general.

Ideally, we would like both irrelevancy detection and reclamation to be completely im-
plicit at the end-user level. The problems with side-effects discussed in Section 2.2 interfere
with this utopia. A more pragmatic goal is the reduction of non-essentizl explicitness at
the end-user level. There are two different ways of achieving this goal. The first way is by
making the irrelevancy detection and reclamation implicit at the system level. Garbage-
collecting tasks is an example of this approach. The sccond way is by hiding system-level
explicitness with suitable user interfaces, such as libraries and macros. Context-driven recla-
mation is an example of this approach. We call these two approaches implicit reclamation
at the system level and explicit reclamation at the system level.

4.2.1 Implicit reclamation at the system level

The only way to perform implicit reclamation at the system level is by garbage-collecting
tasks. We reject this method because we believe it is too inefficient. In implicit reclama-
tion, irrelevant computation is reclaimed when a garbage collection occurs, which is too
infrequently and is too costly, we argue.
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The exact point in the garbage collection cycle at which irrclevant computation is re-
claimed depends on the garbage collection mechanism. There are three main garbage col-
lection methods: mark and sweep, reference counting, and scavenging. Reference counting
cannot reclaim cyclic structures so we do not consider it further,

Mark and sweep collectors can employ either a “conservative” strategy or a “lenient”
strategy. These strategies are described in [Baker78b) (though the terminology is ours). In
the conservative strategy, all running tasks are stopped when marking begins and no task
may begin running until it has been marked as accessible from the root pointer set (and
thercfere relevant). Thus irrelevant computation is reclaimed at the initiation of a garbage
collection cycle. (The associated computation state is not reclaimed until the end of the
garbage collection cycle)) In the lenient strategy, a task may continue to run after the
initiation of the garbage collection cycle until either the task attempts to mutate a marked
object or the marking phase of the collector rcaches the task. In either case, the task must
suspend until the collector marks the task as accessible from the root pointer. If this never
occurs, the task’s storage is recycled by the sweep phase — i.e. the task is irrelevant. Thus
in the lenient strategy irrelevant computation is reclaimed at any point up until the end of
the sweep phase.

Scavenging (i.e. copying) collectors can only use the consecvative strategy of stopping
all tasks prior to a garbage collection flip. A task may resume running, though, when it is
copied into newspace (indicating that it is accessible from the root pointer set and hence
relevant).? Thus irrelevant computation is reclaimed when a garbage collection flip occurs.

Therefore the frequency of implicit computation recilamation depends on the the period
between garbage collection cycles. Normally garbage collection is invoked when free storage
is nearly exhausted, which typically takes a fairly long time. Irrelevant tasks might well run
to completion in this time. The exact time depends on the size of the heap, the amount
of non-garbage surviving the last garbage collection, and the rate of storage allocation, i.c.
consing. Thus the frequency of implicit computation reclamation is tied to factors that do
not nccessarily have anything to do with the creation, rate of creation, or even presence of
irre'evant computation! An application which does little consing, for instance, will have
an inordinately long inter-garbage collection period and hence very infrequent computation
reclamation.

There are three ways we could address the problem with the infrequency of implicit
reclamation:

1. We could invoke garbage collection more frequently (than is required by storage con-
cerns).

This is unattractive because it incurs the cost of garbage collection, more frequently.
Generally, garbage collection is performed as infrequently as possible for good reason:

2A lenient strategy whereby a task in oldspace continues to run will not work in general since there is no
room left in oldspace for the task to allocate storage. (Presumably that is the reason a garbage collection
was initiated).
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to amortize its large cost over as much time as possible. The cost consists mainly of
two components:

(a) the synchronization cost

This is the cost, in wasted processor cycles, of gotting all the processors to agree
to begin the garbage collection cycle. This cost depends on the synchronization
mechanism and the number of processors, so we consider it fixed.

(b) the tracing cost

This is the cost, in time, to trace all pointers from the root pointer sct® and
thus determine the transitive closure of accessible, i.c. non-garbage, objects.
For scavenging collectors, the tracing cost includes copying accessible objects to
newspace.

Thus the tracing cost, which dominates the cost of garbage collection, depends
on the amount of non-garbage, i.e. number of objccts retained after garbage
collection. This means the tracing cost is independent of the amount ¢f storage
allocated (and independent of the number of irrelevant tasks)! Thus the cost
per object allocated is minimized by garbage-collecting as infrequently as possi-
ble. By collecting more frequently than this, we pay a greater cost per object
allocated.

In addition, many objects survive for a relatively long time. Tracing these objects
thus represents a fixed cost incurred at every garbage collection.

(A mark and sweep collector has a third component: the sweep cost. This is the time
to sweep all of memory, return all unmarked objects to the free list, and ciear the
marks.)

Therefore garbage-collecting more frequently both incurs the fixed cost of garbage
collection more frequently and increases the cost per object allocated. This increased
cost may possibly overshadow the benefit of reclaiming irrelevant tasks more quickly.

Even worse, ‘we pay this cost independent of the number and existence of irrelevant
tasks.

We could invoke the garbage collector explicitly whenever we believe there are enough
irrelevant tasks to justify the cost.

Even if we can determine when we have irrelevant tasks (this may not be too hard in
certain situations), this approach has two problems:

(a) We have to trace all accessible objects whether tasks or not.

The cust depends on the number of non-garbage objects and is independent of
the number of irrelevant tasks. There is no reason why we should have to perform
the expensive tracing of all objects just to isolate irrclevant tasks. At the very
least we should only have to search through task objects.

3With incremental garbage collectors tracing may be interleaved with processing.




4.2, RECLAIMING COMPUTATION 71

(b) It is unattractive if we are continually generating irrclevant tasks.

In this case, this approach reduces to the previous one where we invoked the
garbage collector more frequently.

3. We could use generation garbage collection [Lieberman].

Generation garbage collection can significantly reduce the cost of garbage collection by
reducing the average number of accessible objects that must be traced. This reduces
the tracing cost. The synchronization cost, however, is unchanged.* This reduced cost
doces not entirnly solve the problems with implicit reclamation. Four major problems
still remain:

(8) The reclamation time is still coupled to the consing rate.
Thus the reclamation time can still be inordinately long if there is little or no
consing. The reduced cost of generation garbage collection makes it reasonable
to garbage collect more frequently than dictated by storage concerns, but the
garbage collection cost is still non-zero (sce next point), thus limiting reclamation
frequency. Also, as noted previously, this cost is independent of the number and
existence of irrelevant tasks.

(b) We still must trace all accessible objects in a gencration, whether tasks or not.
We still have to examine a large number of task objects in a generation which are
not irrelevant tasks or even tasks. Thus the cost per irrclevant task collected is
still high, especially if there are few irrelevant tasks., This still makes it expensive
to explicitly invoke the garbage collector and to run the garbage collector more
frequently than necessary for storage concerns.

(¢) An irrclevant computation might still take a long time to be reclaimed if it or
an inaccessible object that points to it (directly or indirectly) gets promoted to
older generations.

(d) A task may still be irrelevant but accessible.

Thus gencration garbage collection merely scales down the costs, but the costs are
still significant.

Note that we cannot allow tasks to be promoted to older generations like other objects
otherwise we will get irrelavant tasks in older generations. Such tasks will take a
very long time to be reclaimed unless we garbage collect all generations frequently,
destroying the advantage of gencration garbage collection. This has the consequence of
increasing the number of objects we must trace in the youngest generation to reclaim
irrelevant tasks. However, the additional garbage collection cost incurred is probably
smail.

Implicit computation reclamation tries to satisfy the different goals of computation
reclamation and storage reclamation with the same mechanism, garbage collection. Com-
putation reclamation must have a small response time to minimize resource wastage and a

4Although one might be able to combine generation garbage collection with area garbage collection
|Bishop).
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small running time to avoid discouraging its invocation. This implics tho garbage collector
must run frequently. (The only thing we can do for the the running time within the implicit
framework is employ generation garbage collection.) By contrast, the chief goal of storage
reclamation is a small cost. This implies the garbage collector must run as infrequently as
possible. The conflict in these goals . \cans a compromise in which coruputation reclamation
is cither infrequent and hence costly in resource wastage or frequent and costly in overhead
(or a muddle of both).

We escape this dilemma by employing mechanisms appropriate to the different recla-
mations. For computation reclamation we employ explicit reclamation and for storage
reclamation we emplay conventional garbage collection; thus, orthogonal mechanisms for
orthogonal purposes.

Garbage-collecting tasks is still attractive as a backup reclamation mechanism, as pro-
posed in Qlisp. We nced some way, however, to declare a task relevant for the effects it may
perform, such the “fer effect” declaration in Qlisp. Alternatively, we could list such tasks
with a “registry” so that they remain accessible.

4.2.2 Explicit reclamation at the sysfem level

As mentioned in the previous section, we employ explicit reclamation. The essential support
required for explicit computation reclamatior ia:

1. Some way to reversibly reclaim a task’s computation resources, i.e. allow the task to
resume if necessary.

A task’s computation resources can be irreversibly reclaimed, i.c., the task terminated,
only if it can be proven that ncither the task’s result nor any effects it might perform
are required by any other task. Side-cflects make this determination very difficult,
if not impossible in some situations. In large systems, for example, it can be very
difficult to understand all the ways in which computations can interact. The ability
to resume a task after its computation resources have been reclaimed provides an
important safety net.

2. Some way to automatically name all the descendants of a task declared irrelevant.

The possibility of unknown function calls makes it impossibly difficult for a user to
track all the descendants of an irrelevant task. Ideally, we would like the system to
manage all the descendants of an irrelevant task, automatically declaring them all
irrelevant when their parent is declared irrelevant.

To achieve the first support, we stun® a task when it is declared irrelevant; that is,
suspend execution of the task as discussed in Section 2.2.%, thereby reclaiming its compu-
tation resources (which we argued carlier is the important issue), while still maintaining

®Terminology introduced by Goldman and Gabziel in [Gold83).
°By suspend here, we mean a pause in a task’s execution, not the state of suspension caused by the
Multilisp suspend primitive.
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its computation state. Thus the task may be restarted later if it is touched by a relevant
task (or if it must perform a relovant side-cffect). Instead of stunned, we say that a task is
stayed when its computation resources have been reclaimed. To declare a task irrelevant is
to stay the task, and the act of declaring a task irrelevant is called staying the task.

The second support is a compromise between explicit and implicit irrelevancy detec-
tion: we have explicit naming for “root” irrelevant tasks and implicit naming for all their
descendants.

In later chapters we present details on our expli:it computation reclamation mechanism
and describe how we prevent run-away tasks and how we deal with the problems posed by
side-cffects.

4.3 Side-effects

Of the three issues described in Section 2.3, we explicitly address only the third issue, the
relevance of side-effecte. We do not address the issues with persistence and interference,
i.e. name conflicts. We provide no special support for non-persistence, such as rolling-back
tasks and undoing their effects, nor do we provide special support for non-interference, such
as “cncapsulating” tasks.

We do not provide these mechanisms for two reasons. First, we do not believe that
persistence and interference issues are important in our intended application domain. We are
primarily interested in functional speculative computation and nondeterministic speculative
computation. We are not focusing on optimistic computation and we are not pursuing
applications such as databases involving significant atomic transaction-like activity. Rather,
we are interested in applications with few side-effects — we believe that side-cffects should
be used sparingly. Furthermore, of those applications with side-effects, we believe few
actually require roll-back or encapsulation. In many situations we believe that roll-forward
strategics, such as we discuss in Chapter 7, would be just as effective as rell-back strategies.

Saecond, we believe that these mechanisms ars too expensive in a medium grain par-
allelism model such as Multilisp. If side-effects requiring non-trivial non-persistence and
non-interference are a frequent and important part of an application, we believe that other
coarser-grained paradigms are niore appropriate and efficient than that provided by Muliti-
lisp.

Users which require non-persistence and /or non-interference must provide the function-
ality themselves. Non-persistence and non-interference are basically just special forms of
synchronization and thus they can be built on top of the low level synchronization prim-
itives we do provide. This could be a very painful approach in some cases, such as for
checkpointing and committing (especially with nested activities), so we do not recommend
it.

We address the relevance of side-effects in Chapter 7.
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4.4 Errors and Exception Handling

We ignore in this work the issucs associated with errors and exception handling introduced
by speculative computation. We do so mainly to reduce the scope of the work to manageable
proportions. There still remain questions on how to best treat errors and exception handling
in conventiona! (i.c. mandatory) parallel computation.

To handle errors and cxception conditions, we believe that related computations should
be organized into units (such as the groups we mention later). Then when an error or
exception occurs all the tasks in the unit should be halted and a debugger entered. This is
the model of error handling in Mul-T [Kranz].” It has two desirable features. First, all the
tasks in the affected unit are halted. This allows the user to investigate the state of related
tasks, any of which might have actually caused the error. It also prevents related tasks from
generating a cascade of crrors as a result of the first error or running indefinitely because
an crrant task failed to perform some action. This last part is important for curtailing
gpeculative computation if a “control” task encounters an error. Second, only the tasks in
the affected unit are halted. Thus, unrelated taska may continue running.

We believe that errors and exception conditions in irrelevant tasks should be handled
just as in relevant tasks, the rationale being that a user would (or perhaps should) always
want to know when an error occurs. We can imagine instances whare this might not be the
case but we regard such instances as pathological,

The two mein issues in extending the Mul-T crror handlag model for speculative com-
putation are adding nested units and from & user’s point of view, ensuring that speculative
tesk controllers and controllees are in the same unit. Mul-T currently supports only one
level of units, at the read-eval-print-loop level.

4.5 Summary

(Oiptimal control of sner:lsiive computation is a difficult scheduling problem, so we focus
on heuristic conirol. Two essential components of control ars demand transitivity and
modularity. In the next chapter we present a model for controlling computation which
includes these two components.

We employ explicit computation reclamation at the system level. Implicit computation
reclamation, i.c. garbage collection, is too slow. We achieve explicit reclamation by causing
tasks to be stayed, which suspends task execution thereby reclaiming processor resources. A
stayed task may be restarted, so this reclamation is reversible. This reclamation is accessible
to the end-user as either context-driven reclamation or user-directed reclamation, but with
automatic naming of all descendants to avoid the problem of managing descendants of
unknown function calls.

TOur “units” are called groups in the Mul-T model. Mul-T’s groups should not be confused with the
groups we introduce later, although they are similar in design and purpose.
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Of the issucs with side-cffects, we only address relovance (in Chapter 7). We ignore
crrors and exception handling.







Chapter 5

A. Model for Speculative
Computation

Speculative computation involves both cager and demand-driven components, The eager
component is cbvious: we start computation before it is required. As discussed in Section 2.1
two assumptions make this eager component non-trivial, First, not all the computation nced
be required. Second, there are insufficient resources available to perform all the pending
computaticn simultaneously., The issue, then, is how to make the most efficient use of
the limited resources. We want to perform as much of the computation as we can before
the computation is actually demanded. Also, we must hava 2ome way to add and jettison
speculative computation as the ebb and flow of mandatory computation leaves more and
less resources, respectively, available for speculative computation. Hence, the importance
of the ordering that we talked about earlier.

The demand-driven component is less obvious but just as important. This component
arises because a speculative computation may be demanded by other computation. For
cxample, a speculative computation may be demanded by a mandatory computation. More
important, though, is the interaction of speculative computation, i.e. one speculative com-
putation demanding another. The issue in this case is how to incorporate such interactions
into the eager-based scheduling of computation. The specific issues, mentioned in Chapter
2, are demand trensitivity and modularity.

A model for speculative computation must incorporate both components. The model
must include some way to express the acheduling of computation and some way tc express
the interacticn of computation while maintaining demand transitivit and modularity. We
present a model for speculative computation in Multilisp that meets these requirements.
This model is also suitable for other task-based (i.e. multiple independent threads of com-
putation) parallel languages.

77
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5.1 The General Sponsor Model

Our model for speculative computation in a task-based langusge like Multilisp is based on
the concept of sponsors described in Section 3.1. To run, a task needs certain computation
resources, like processing power (the use of a processor) and memory. The allocation of
resources to tasks in our madel is controlled by the altributes that a task possesses. Spon-
sors supply these attributes, Exch task may have zero or more sponsors which contribute
attributes to that task. Thus, the sponsors of a task collectively determine the computa-
tion resources allocated to that task. A task without a sponsor does not run. Later we will
describe the attributes in our model but for now they remain abstract.

We czll the attributes that a task possesses effective atlributes. The effective attributes
of a task are determined by some function combining the attributes of each of the task’s
sponsors. In symbolic form, the relationship is

eJatteib(T) = F(Sy(T), S2(T), s Sa(T)) (5.1)

where ¢ffattrib(T) denotes the effective attributes of task 7" and Si(T) denotes the i**
sponsor of task 7. We call equation 5.1 a combinizg-rule.

5.1.1 Sponsor types

There are four types of sponsors in our model:

1. external sponsors

These sponsors supply absolute attributes. We discuss later why we call these sponsors
external.

2. toucher sponsors

When one task touches another, the toucher task sponsors the touchee task with the
effective attributes of the toucher task. This sponsorship is removed when the touchee
task determines its future object (and hence no longer necds sponsorship).

3. .ask sponsors

4. iask may be sponsored by any other task. The sponsor attributes in this case
are the effective attributes of the sponsoring task. Toucher sponsors are merely a
special case of task sponsors, except that the addition and removal of toucher sponsors
occurs automatically with touch and determine respectively, whereas the addition and
removal of task sponsors is always explicit. Task sponsors offer a way, for example,
for a parent task to sponsor its children, which is something we expect will be useful.

4. controller sponsors

The thrre previous types of sponsors are all passive — they merely act as fixed at-
tribute sources or pass on attributes from other sources. Controller sponsors, by
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Figure 5.1: por with a controller sponsor

contrast, are active. As their name suggests, they are really controllers or managers,
They receive sponsorship and distribute it dynamically among the tacks in their con-
trol domain according to some built-in control strategy. The control may reflect
changes in sponsorship, changes in the domain tasks, and changes in other resource
demands in the system. Controller sponsors implement the complex control that we
gometimes want, as perhaps with por, as discussed in Issue 4 in Section 2.1. Figure
5.1 depicts the disjunct tasks of a por with a controller sponsor, The circles are the
tasks and the diamond is the controller sponsor. The arrows denote sponsorship.
The controller sponsor sponsors each disjunct task according to the sponsor’s control
strategy. This control strategy decides how to distribute attributes from tasks spon-
soring the por to the por disjuncts, such as when a task demands the por result (and
hence sponsors the por) and when a disjunct completes or a disjunct spawns another
descendant task.

5.1.2 Sponsor ncetworks

The collection of sponsors and tasks for some computation form a sponsor network. A
sponsor network is a directed graph representing the sponsor and task relationships for
some computation. There are two types of nodes in such a network: tasks and controller
sponsors. For controller spansors the node represents the dynamic control embodied by such
sponsors. The directed arcs represent sponsorship; they have weights representing sponsor
attributes. These arcs emanate from a sponsor source {any of the four types of sponsors)
and impinge on a task or coniraller sponsor. The weights on all the arcs incident on a task
node are combined according to the combining-rule to yield the effective attributes of the
node. The weights of all the arcs incident on a controller node are combined according to
the node’s controller policy.

Figure 5.2 shows an example sponsor network. As before, the circles are tasks and the
diamond is a controller sponsor. The short horizontal arrows represent external sponsors;
the solid arrows represent touch sponsors; and the dotted arrows represent task sponsors.
External sponsors are the source of all attributes. These attributes are distsibuted in a
dynamic fashion by passive toucher sponsors according to the dynamic interconnection of
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Fizure 5.2: A sponsor network

sponsors by touching, by passive task sponsors according to explicit connection, and by
active controller sponsors according to their control stzategy. The external sponsors can
be thought of as external sources of attributes for this sponsor network; hence, the name
“externai”,

A sponsor network is dynamic: during the course of a computation, nodes come and go
corresponding to the lifetime of tasks, arcs come and go corresponding to sponsor relation-
ships, and arc weights change as sponsors change their sponsorship. The network may be
disconriccted, as dépicted in Figure 5.2. The network may also be cyclic.

Cycles can arise in two ways. The first way is by = touch cycle, in which a chain of
tasks all touch each other, forming a cycle of touch sponsors. All the tasks in a touch cycle
are deadlocked: each is blocked waiting for the next to produce a result. Deadlocked tasks
are always a possibility (unfortunately) in Multilisp — especially in the presence of side-
cffects! — and the user must take care to avoid deadlocks.? We consider these desdlocks
as pathological, i.e. as errors to be avoided.

The second way that « cycle can arise is by a non-touch cycle of sponsors. The awid.,
to explicitly describe arbitrary sponsor relationships with task and controller sponsors,
unlike with toucher sponsors which implicitly follow touching relationships, provides the
freedom to directly connect sponsors in cycles. A cycle in a sponsor network is semantically

'In the absence of side-effects, deadlocked tasks can only occur through the use of letrac.
2f the deadlock concerns only irrelevant tasks, the user can simply ignore the deadlock.
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meaningless, but nevertheless errors may oceur occasionally as the consequer.ce of allowing
arbitrary sponsor relationships. \Wa purpesely do aot want to curtail expressive power by
restrictiug the possible sponsor relationships.

Thus in both cases, a cycle in a sponsor network is an error conditien, but we do not
want to restrict sponsors ta maka its occurrence impossible,

5.1.3 Attribute propagation

Whenever a change occurs in a sponsor network, such as a change in connectivity — a
sponsor added or removed from a task — or the attributes of a sponsor change, the effective
attributes of a task may chunge (depending on the combining-xule erployed). Any chazge
in the ciective attributes of a task inay in turn lead to changes in the tasks sponsored
by that task, and so on. We call this xecursive process of updating attribrtes attribute
propagalion,

The state of a sponsor network is given by its connectivity and the effective attributes at
cach node. For a fixed connectivity, attribute propagation maoves the network state towards
equilibrium, where equilibrium is defined as the fixpoint of the equations determined by
the connectivity, the combining-rule, and the external sources. (We assume that equilibria
exist and are all stable. This depends on the combining-rule and the controllexr sponsor
strategics. We will not address this issue, except in the choice of combining-rule in Secticn
5.2.1.) That is, attribute propagation solves tha network equations in a distributed manner,
analogously to a neural network.

For now, we idealize the sponsor network by assuming instantaneous attribute propaga-
tion. Thus the network respondsimmediately to any changes in external sponsors, controller
sponsors, or connectivity. Under this view, the network moves from one stable equilibrium
state to another and during its sojourn in an equilibrium ¢tate the network ic static.

With instantaneous attribute propagation, the only divergence, i.e. failure to zeach a
fixpoint, that can arise is due to connectivity cycles like those discussed earlier.® We call
this static divergence. If attribute propagation is not instantancous, we can also get dy-
namic divergence, which may occur with or without static divergence. We discuss dynamic
divergence in the next chapter in the context of an implementation.

Finally we can see, with the aid of Figure 5.2, what our sponsor model is all about.
On one hand we have a collection of external sources supplying attributes which are redis-
tributed by the task and controller sponsors to achieve some desired scheduling. This is
the eager component. On the other hand, the top-level task places an external demand on
the network for a result which is propagated by the toucher (and also controller) sponsors.
This is the demand-driven component.

3Since instantaneous attribute propagation already presupposes termination of attribute propagation.
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5.2 The Special Sponsor Model

e now consider a specialization of the aponsor mode! with two different types of attributes.
Each sponsor in this model contributes:

1. the desized ordering of the sponsored task with respect to other tasks, and

2. resource limits, such as the rate at which the task may run, the duration the task moy
run, and the amount of memszy the task may use.

Tasks are scheduled for execution according to their ordering and the xesource limits apply
once the task is exccuting. That is, a sponsor provides a “ticket” which specifies a place
in line and a “permit® which specifies the amount of service that the ticket holder may
receive. A task presents its tickets to the scheduler in a bid for service, and if accepted,
the task receives resources not exceeding that mentioned in the permits. (We discuss later
how a task’s possibly multinle tickets and permits from different sponsors are combined.)
Note that a sponsor in our model does not actually provide computational effort like the
sponsors in Hewitt's model (sce Section 3.1). In sur model, it is the scheduler which finally
provides computational resources, and in the order specified by the tickets. This difference
reflects our belief that ordering is the most important control for speculative computation.

For concreteness and without loss of generality, we describe the ordering of tasks by
numerical priorities. Thus the “ticket” that a spongor provides is a priority, which may
change with time. For the scope of this chapter, priorities are merely a convenient way
of describing the ordering of tasks; they are not necessarily the means by which the user
specifies this ordering,.

The effective attributes for each task are comprised of an effective priority and effective
resource limits A task is scheduled for execution according to its effective priority. A task

can preempt all lesser-priority tasks for resources. The effective resource limits are the
limits in effect when the task executes.

5.2.1 Combining-rules

Each attribute conceptually has its own combining-rule. We focus on the combining-rule
for priority in this section since priority is the most important attribute in our model. We
treat priority as orthogonal to the other attributes.

The combining-rule for priority combines the sponsor priorities of a task to yield the
effective priority of that task. Let F,() denote the combhining-rule for priority. We want
this combining-rule to have three properties.

*
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Demand Transitivity

The first property is demand transitivity,. When one task touches another, we want the
priority of the touchce to be at least that of all its touchers. If ¢ffpri(i) is the effective
priority of task ¢ and touch(r) is the set of tasks touching task f, then this formalizes as the
statement

V3 € touch(s) = effpri(i) 2 effpri(j) (5.2)
for all tasks f. Demand transitivity is very important, It prevents the desired ordering
from being subverted when a high priority task blocks on a low priority task. This property
is essential for toucher sponsors. In a sense, all sponsors indicate a “demand” for a task
and thus we would like the combining-rule for all sponsor prioritics to obey the demand
transitivity property expressed in equation 5.2 (where touch(i) becomes sponsors(i), the
set of tasks sponsoring task ).

Combining-rule tolerance

The sensitivity of a combining-rule to changes in the sponsor priorities affects the frequency
and number of combining-rule updates. Ideally we would like a combining-rule that is some-
what “tolerant” to changes in the sponsor priorities while still having sufficient expressive
power, such as obeying Demand Transitivity. The notion of combining-rule sensitivity is
best understood by example.

Consider the simple additive combining-rule:

efpri)= 3, pld)
J€aponsora(i)
where p(j) is the priority contributed by sponsor j. Any change in any sponsor priority
causcs a change in the effective priority. This change must propagate through the touch
network until reacking a terminal node (a task that is not touching another). (We call this
priorily propagation.) This combining-rule is maximally sensitive.

By contrast, with the maz combining-rule

eflpri(f) =  max )p(j) (5.3)

j€sponsors(i

the effective priority is tolerant of changes in the non-maximal sponsor priorities. Thus
many changes in the sponsor priorities can conceivably occur without causing a change in the
effective priority and further propagation. The max combining-rule filters out “irrelevant”
changes in sponsor priorities.

Convergence in presence of cycles

As stated before, we do not want to outlaw cycles in a sponsor network. The issue then, is
the behavior of attribute propagation in the presence of such cycles in the sponsor network.
Specifically, attribute propagation should not cycle endlessly and fail to converge.
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Figure 5.3: Touch cycle with addition combining-rule

This implies that the combining-rule must not be strictly increasing in its arguments.
The simple addition combining-rule, for example, is non-terminating. Consider the example
in Figure 5.3. Because the addition combining-rule is strictly increasing in its arguments,
cquilibrium is never attained; the effective priority of each task in the cycle increases without
bound. When augmented with some sort of rycle detection, like a counter, this combining-
rule is terminating, but then termination does not represent a fixpoint (equilibrium) of the
network equations.

The max combining-rule, by contrast, is terminating, assuming instantancous updates,
since it is not strictly increasing in its arguments. Furthermore, termination implies equi-
librium (at least locally within the cycle). (See Section 6.1.1 for an example of why the max
combining-rule requires instantancous updates for termination in the presence of-cycles.)

5.2.2 Max combining-rule

The max combining-rule, given by equation 5.3, has the three properties given above and
two other properties. First, the mex combining-rule is the least upper bound combining-rule
to satisfy demand transitivity. By lcast upper bound, we mean that for any combining-rule
function, Fy(), for priority which satisfics demand transitivity we have

Fy(z1,Z2, .0 ey Tiy v yZn) 2 Maz(21,22,. 0.y Tiy oo yZn)

for all priorities z; (which is just demand transitivity). Thus the max combining-rule never
yields a priority higher than its input priorities. Second, the max combining-rule is time-
invariant so it i3 simple to implement. Because of these five properties, we choose the max
combining-rule as the combining-rule.

Note that this choice of max combining-rule does not apply to controller nodes since
they can have arbitrary combining-rules depending on the node controller policy.
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5.2.3 Combining-rules for other attributes

Unlike with the priority attributes, the desired properties for the resource attributes are
open to debate, in part because the choice of resources is open to debate. We intend the
sponsor medel as a general model for speculative computation so we do not want to lock any
particular choice of resources and their combining-rules into the model. Indeed, we viow the
sponsor model as really a spectrum of models with different resources and combining-rules.
We feel that rate and duration are important control parameters for any model so we use
them as example resources.

We advance the following combining-rule as one possible combining-rule for resource
attributes.

Lot S;(T) denote the i** sponsor of a task T'. Let p() be the priority contributed by
Si(T) and r(i); be the limit in resource j contributed by Si(T) (s = rate, duration, ctc.).
Finally, let cﬂ’pn(T) be the effective priority of task T and ¢ffr;(T) be the effective resource
limit for resource 5 of task T'. Then the combining-rule is

Vi effry(T) = r(i);
where ¢ is the sponsor for which p(i) is maximal. That is, the maximum priority sponsor
is cssentially the “cwner® of the task and supplies the resource limits. This sponsorship
is removed when any of the resource limits are attained. For example, sponsor S;(T)
is removed when the duration of task T while “owned” by S;(T) exceeds r(i)u mion - The

highest priority remaining sponsor then becomes the owner, adjusting effpri(T’) as necessary
and providing new resource limits.

With this combining-rule, sponsors are really governors, whick: meter out rescurces until
any of their resources is exhausted. (Some resources, like rates, are not really resources
themselves, but a specification on resource use, so they cannot be exhausted like a duration.
The metering analogy still applies to these “resources” though.) In thisrespect, our spunsors
are like Hewitt’a sponsors, but unlike Hewitt's sponsors, only the top-priority sporisor (of
a task) performs this metering. Thus our sponsors have a two-layer hicrarchy of ordering
and resource metering.

The above combining-rule for resources has the property that the resource consumption
of a task is always subservient to the task ordering; a task never receives more resources
than dictated by its ordering. For instance, the ordering of tasks to resources is never
subverted by the number of sponsors a tasks has. However, we are nou ready to cast this
combining-rule in stone. One anomaly with this combining-rule is that the effective resource
limit can decrease if the effective priority increases: the maximum. vriority sponsor could
change to one with a smaller resource limit. This anomaly generally poses no problems
except for some resources, like rates. It is not clear it makes sense to have a task’s effective
rate decrease when the task is touched by a higher priority task. One alternative to deal
with this anomaly is to sum the resources contributed by each sponsor to determine the

effective resource limits, i.e.
Vi effr(T) =D r(i);
'
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5.3 Computation Reclamation and Side-effects

The max combining-rule allows us to handle explicit computation reclamation in a very
simple and uniform fashion within our sponsor model. To declare a task irrclevant we
mercly have to remove its sponsors. If we mistakenly declare a task irrelevant then we
automatically re-sponsor it when we later touch it, so there is no problem with deadlock as
suggested in Scction 2.2.2.

We can even handle reclamation in the presence of side-effects. The problem posed by
side-cffects is deadlock: a task which may perform a relevant side-cffect may be mistakenly
declared irrelevant. To solve this problem, we simply have to extend our idea to ensure that
our demand for a sidc-cffect ensures sponsorship of the computation that will perform the
side-cffect. We follow up on this idea in Chapter 7.

5.4 Groups

Controller sponsors sre the cornerstone of modularity in our sponsor model. We call a
controller sponsor and its collection of sponsored tasks a group. The controller sponsor
introduces and manages a new control space for tasks in that group. The local control
provided by the controller sponsor insulates the group from outside, and thus provides
modularity. The controller sponsor manages:

1. the ordering of tasks within the group (ordering management)

The controller sponsor defines a new ordering space for the group and manages the
ordering within the group with respect to the ordering outside the group. Thus the
priority of tasks in a group may be local to that group. Groups may be nested with all
local priorities relative to the immediate parent group or to other groups, depending
on the group controller sponsor. This gives us the modularity to solve the problems
with the traveling salesman problem and the Boyer Benchmark: we can simply create
a group for cach of these applications with local ordering. These groups can then be
embedded in any fzshion desired in other speculative computation.

2. the allocation of resources within the group and the distribution of resources from
sponsozship outside the group (sponsorship management)

The controller sponsor receives sponsorship supplying ordering and resource limits
(attributes) from outside the group and controls the ordering and the allocation of re-
sources (such as amount, rate, and duration of computation) through the distribution
of attributes. Sponsorship management includes the control of the ordering within
the group. (The interaction of ordering inside the group with the ordering outside the
group falls under ordering management.)

3 the interaction of the group with computation outside the group (interaction manage-
ment).
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Through its ordering of group computation, distribution of resources, and interaction
with oxtra-group computation, a controller sponsor effects a control policy. We let this
control policy be arbitrary and depend on any system state. For concrateness, let us assume
we can specify the control policy by a program.

5.4.1 Ordering space management

Ordering space management involves translating the group ordering space to fit appropri-
ately in the external ordering space.

For ordering-based speculative computation, such as in the Boyer Benchmark and the
traveling salesman problem, the desired ordering management often amounts to uniform
translation, i.c. uniformly translating the entire ordering space of the group. In such cases,
we want to treat the group as a single point in the ordering space external to the group while
still retaining the ordering space within the group. Thus the controller sponsor must merge
the group's internal ordering space into the external ordering space and when a group is
demanded by a task or another group, the group’s ordering space must be translated to fit
within the appropriate place in the demander’s ordering space. The diagram in Figure 5.4
makes this clear (assuming the ordering is expressed by priorities). To preserve the desired
ordering expressed by the priorities, all the priorities in group G; must be translated to fit
between the priorities of tasks T,y and T4 in group G2. Mere scaling, as would result
if the task prioritics were actually implemented as relative priorities, is insufficient because
there is no way to restrict the range of priorities to be between the priorities of T~y and
Th41 in Ga. Note also that the priority space of G2 must be managed to allow for future
descendants to have priorities between that of Ti;; and G and between that of Gy and
Tnst

Uniform translation, as depicted in Figure 5.4, is not always sufficient for ordering man-
agement, even in ordering-based speculative computation. For example, we may not always
want the lowest, priority task in a group to take precedence over the highest priority task
in the next lowest priority group. In this case, ordering management becomes consider-
ably more complicated since the group must be treated as multiple points in the external
ordering space. Hence, different parts of the ordering space may be translated differently
and interaction with other controller sponsors may be necessary to coordinate the overall
desired ordering. See Scction 5.4.3 on interaction management.

5.4.2 Sponsorship management

For multiple-approach and precomputing speculative computation we require active control
of ordering and allocation of resources. For multiple-approach speculative computation,
we must be able to allocate resources amongst the multiple approaches, controlling the
relative ordering, rate, and duration of approaches. For precomputing-based speculative
computation we must be able to control the resources we expend on precomputing versus the
resources to perform the main-stream computation (and versus the resources to precompute
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Figure 5.4: Uniform translation of group ordering
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group boundary

Figure 5.5: An exampie of por with groups

different quantitics.)

As an example, consider (por Ey E2 Es). We want this por contzined in a group for two
reasons. First, we want modularity — we want to be able to use this por anywhere without
concern for its internal structure. Second, we want the dynamic control provided by a
controller sponsor to distribute any changes in sponsorship for the pox amongst the disjuncts
and to possibly reallocate sponsorship amongst the disjuncts as disjuncts complete. Let us
assume that cach disjunct, E;, comprises several tasks. Then we might also like modularity
for each of the disjuncts so we can control each disjunct independent of the others. Figure
5.5 illustzates por with a group for the overall por and a group for cazh disjunct.

5.4.3 Interaction management

The exchange of information between controller sponsors is sometimes necessary for proper
allocation of resources. Consider the following two examples.

Multiple controllers

Suppose a group may be sponsored simultaneously by multiple controllers, i.c. the group
may be in the control domain of multiple controllers. Then problems can arise if the
the allocation of resources amongst the activities sponsored by a group is critical and that
group's controller is unaware of the influence of another controller within its control domain.
In this case, the other controller may disrupt the intended resource allocation.

As a specific example, consider two por groups sharing a disjunct, as illustrated in Figure
5.6. Disjunct E; is a group, with its own controller, which is in the control domain of both
por controller sponsors. If both por controllers are unaware of their joint sponsorship of
E,, they both may decide that it is best to allocate all their resources to evaluating Es.
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Figure 5.6: Two pors sharing a disjunct

However, if we use the combining-rule described earlier, one of thesa controllers becomes the
“owner” and contributes all the resources, while the other one sits idle. With coordination,
controllers 1 and 2 may agree to sponsor say E3 and Ej, respectively.

Thus sometimes feedback is necessary between the controllers allocating resources and
the activitics consuming resources so the controllers can compensate for multiple sources.

Nesting N

Suppose we have (por Ey E;) and E; turns out to be another por (say (por Es Ey)).
We would like the controller sponsors of these two pors to coordinate their allocation of
resources 5o the net effect is no different than that in (por Ey Ey Ey). Similarly, if we have
nested pors and pands, we would like the respective controller sponsors to communicate.
Strict modularity — i.c. modularity without inieraction of controller sponsors — does not
yicld optimal performance in general. See, for instance, Example 4 in Section 4.

These examples show that sometimes we need communication and cooperation between
controller sponsors. To support such communication and cooperation, a controller sponsor
must be able to supply information to external agents about its resource requirements as
well as consume resources. This information might take the form of the expected time
until completion given a certain amount of input resources. See the scheduling problem
formulation in Section 9.1.2 for example.

5.4.4 Groups as black boxes

As Figures 5.4 and 5.5 hint, a group is intended to encapsulate a single activity — a
collection of related tasks working towards a common goal — which produces a single
result. The controller sponsor is the gatekeeper by which the activity is demanded by other
activities; it is the interface between the ordering space of the group and other ordering
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Figure 5.7: Non-root touch interaction

spaces. Or put differently, the controller sponsor makes an activity 2ppear as a black
box to activitics outside that group, thus enforcing modularity. While this is the way in
which groups are intended, it is not entirely realistic due to two problems: non-root group
interaction and partial results,

5.4.5 Non-root group interaction

We refer to the controller sponsor as the “root” of a group. If all interaction with a group
is through the root, everything is fine: the controller sponsor can propagate sponsorship
in some appropriate manner to the members of the group.A This interface interaction is
enforced only by programmer discipline. We do not force al! interactions to occur via the
root since it may be useful occasionally to break this abstraction barrier. This leads to
possibility of non-root interaction with a group.

We distinguish two types ¢f non-root interaction: single control domain interaction and
multiple control domain interaction.

Single control domain interaction

In this type of interaction a task within a group (and thus within the control domain of that
group) receives sposnsorship from an external spousor, or a toucher or task sponsor outside
the group. Figure 5.7 illustrates an example. Task T} in group G is touching task T3 within
group G3. Control domain interaction can destroy modularity. The ordering of a task is
no longer entirely local within a group. In Figure 5.7, the local ordering established within

4Or rather, it is the responsibility of the controller sponsor to distribute sponsorship in some appropriate
manner within the group.
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Figure 5.8: Non-root touch interaction

group G2 can be subveried by the toucher pricrity contributed to T3 from T3. One can
argue that this is the natura! and expected consequence of non-root interaction and thus:
such interaction should be avoided if c..¢c wants to maintain modularity. At least demand
transitivity is maintained by the max combining-rule.

A serious problem arises, however, if a task receiving sponsorship from outside its group
spawns descendants. The problem is how these descendants receive sponsorship and how
they are controlled. Normully when a task is first spawned within a group it receives
sponsorship from the group controller sponsor. Later, the task may also be gponsorad
by touch and task sponsors, but the task must be spawned first. (The task may also beo
sponsored by an exicrnal sponsor but that reverts the situation to that discussed in the
previous paragraph.) However, with non-root interaction, we could end up with a sifustion
where the group has no sponsorship with which to sponsor a task spawned within the group.
Consider, for example, the fo’" wing scenario involving the non-roat-interactica in Figure
5.7.

Suppose that group G3 is, one of the disjuncts E; in the por in Figure 5.5 and
suppose that this disjunct is p ‘red for the por (some other disjunct returns first).
The por controller sponsor thus o8 gponsoxship for E; and thus all the tasks in group

Gz stop executing. Now suppose t  task Ty in group Gp touches task T3 in group Ga,
thus sponsoring T and causing it to restart. Further supposa that task T; spawns several
tesks, say Ts and TY, to help compute its result. Figure 5.8 shows this situation.

Who sponsors tasks Ty and T37 It cannot be their group, G2, because it has no sponsor-
ship to offer. They could remain unsponsored until they are required by T, at which time
they will be touched and thus sponsored. However, this is not a good solution since it fails
to exploit available parallelism. Another possibility is for T2 to sponsor Ts and T via task
sponsors. However, this only works if the non-root interaction involving T3 was anticipated.
(Ordinarily, the group sponsor might sponsor Ts and Ty for T3.) The obvious solution is
to for group G to sponsor these tasks. (We reject external sponsors for the reasons given
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proviously.)

In foct, we could put these tasks in group Gy. Even though these tasks may be related
to the other tasks in G2, we could argue that there is no harm in putting them in group
€y since the abstraction bavrier of G has already been blurred by the first intersction in
touching task T. However, this idea is stymied by two possibilities. First, group Gy could
lose its sponsorship and G2 could regain its sponsorship. Then we would have the original
problem again: who sponsors the descendants of Ty and 14?7 Sccond, there may be many
tasks, of many different groups, touching task T3. In which of these groups do we put T3
and T4?

To address these problems, we make two observations:

1. Tasks Ts and Ty must remain sponsored by group Ga.

Even thrugh G2 may have no sponsorship to offer at present, Gz could receive spon-
sorship at some point in the future when there may be no other sponsership for Ts
and T;. {Group Gy could have lost its sponsorship.) G2’s sponsorship of Ts and T}
does not preclude sponsorship by others.

2. Tasks Ty and T must be sponsored by every other group touching Tx (for the same
rcason as in point 1).

Thus every group G; which sponsors a task like T in a group must sponsor all the
descendants of that task.

This means that one task, like Ty, could be in multiple control domains, which brings
us to the next type of non.root interaction. We could arrange, via the max combining-rule,
for exactly one of the groups G, sponsoring T to be the “owner” of all the descendants of
T, at any point in time. Thus all descendant tasks would effectively ba within only one
group and thus one control domain at any point in time. This group would always be the
maximum-priority sponsoring group. This arrangement is too complicated, however, since
still other groups can touch the descendant tasks.

viultiple control domain interaction

In this type of interaction a task within the control domain of one group receives sponsorship
from a controller sponsor outside the group. This puts the task within the control domain
of multiple controllers. Although this interaction hes the same flavor as with the multiple
controllers described in Section 5.4.3, it is different in a crucial regerd. The interaction
here involves tasks in multiple control domains, not groups in multiple control domains, as
before. The interaction here is beneath the granularity of groups and thus the tasks have
no controller sponsors to sort out the multiple control sources.

Multiple control domain interaction at the task level does not necessarily cause any
problems because the sponsorship of the multiole controllers is duly combined according
to the combining-rule. However, as with groups, problems can conceivably arise if the
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Figure 5.0: Group splicing

allocation of resources amongst tasks in a group is critical since another controller may
disrupt the intended resource allocation.

A sclution

The best solution, of course, is tc arrange for non-root interaction ahead of time and make it
roo} interaction by providing controllers at the interface points, i.e. subdividing the groups.
Obviously this takes some foresight and thus is not always practical, but we cannot expect
arbitrary control with arbitrary group interaction.

The next best solution, for otherwise impractical cases (and as a “safety net”), is to
create a new group dynamically when a non-root interaction first occurs. For example,
when task T) in Figure 5.7 touches task T3 in group G3, we create a new group rooted at
T, and move T and all its descendants from G2 to this new group. Figure 5.9 illustrates
this procedure, which we call group splicing.

Group splicing attacks the problem of non-root interaction by converting non-root inter-
action into rcot interaction. By automatically providing a group for non-root interaction,
this solution provides:

1. A group for all the descendants of a non-root sponsored task.

We argued earlier that this is essential. Group splicing is less complicated than the
group owner solution described earlier.

2. A controller for interfacing non-root tasks to other control domains.

This takes care of the problems with non-root multiple control domain interaction.

There are still problems with group splicing, however. One problem is specifying the
controller sponsor for the new grcup created by group splicing. Another problem is that
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all tho descendants of a non-root interface task are moved into a new group. Sometimes a
different splicing strategy may be more appropriate. We are not very concerned by these
problems, though, since non-root interactions should not be encouraged in the first place;
we are merely trying to provide some reasonable action when they do occur.

Non-root interaction occurs because a task escapes the control domain represented by
its group. This containment escape occurs in two ways: by not returning results through
the root (as may occur, for example, with side-eflects) and by returning partial results.

5.4.6 Partial results

The result that a group returns may be just a partial result, a skeleton to be filled in later.
For example, a por group might return a placcholder (i.e. future object) for the winning
disjunct or a group to sort a list may return the head of the list and a placeholder for the
rest of the list. How can we return a partial result while still sponsoring any subresults?

One way to handle partial results is to simply unsponsor all the tasks in the group when
the group returns a result, even a partial result. Thus all computation on any subresults
stops until the subresult is actually demanded by some task external to the group. This
method, which we call lazy result return, ciccumvents the issue of maintaining sponsorship of
subresults after the group returns a result. The obvious lack of parallelism with this method
makes it unacceptable. Furthermore, in turning eager computation into lazy computation at
result return time, this method operates counter to conventional, mandatory-style Multilisp.

Thus we must actually continue to sponsor subresults once a group returns a result.
This eager result return raises the issue of non-root interaction. A. task outside the group
could touch one of the subresult placeholders, causing non-root interaction. This poses all
the problems discussed in the previous section, like loss of modularity within the group.
To prevent these problems, we must somehow convert possible non-root interaction to root
interaction.

There a number of different approaches that we could take.

One approach is to design group interfaces so that groups have no subresults, i.e. so
there is no export of unfinished computation from a groups. For instance, one could argue
that in the list sort example both the list sort and list consumer should be in the same
group. This approach is not always possible, such as if many different activities consume
the sorted list.

Another approach is the group splicing discussed earlier. Whenever a subresult is de-
manded, its task and all its descendants are moved into a new group. This would take care
of the list sort example — when first touched, each list element would get a new group by
group splicing. Performing this group splicing could be quite expensive.

To do better we need to impose more structure on the group result. Instead of return-
ing an arbitrary result, a group could return a group object consisting of the result and a
controller sponsor for the subresults. Any sponsorship for one of the subresults, by derefer-
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encing the group object to get a subresult placeholder, would be directed to the controller,
rather than to the subresult. For instance, in the por example given above, por would
return both a placeholder and controller sponsor for the disjunct. Then the sponsorship
represented by any touch of the placeholder would be directed to the disjunct group.

This approach packages the information needed for continuing to sponsor the subresults
in the result itself so that only the group nceds to know the structure of its result. We
cannot expect the result consumer to know the structure of the result beforehand, except
in special circumstances.

5.5 Summary

In this chapter we proposed sponsors as a means of controlling and allocating resources
for speculative computation. Sponsor networks provide both eager and demand-driven
components to scheduling. A key idea of the sponsor model is groups for organizing related
activitics for naming and control purposes. This idea of groups is similar to the groups in
Mul-T [Kranz] (which we called units in Scction 4.4), but our groups incorporate active
control agents and can be nested.

The sponsor model provides a way to view speculative computation and a framework for
the control of speculative computation. The actual control that a sponsor network should
previde remains an area :or future work.




Chapter 6

The Touching Model

In this chapter we describe a subset of the special sponsor model, which we implemented,
called the touching model. Touch sponsors play the central role in this modei, hence the
name. The touching model also has external sponsors and a very primitive typo of controller
sponsors, but no task sponsors. The only attributes in this model are priorities, which we
use to effect the desired ordering of tasks: there are no resources or resource limits in this
model. This touching model is purposely very simple to serve as a quick prototype in
exploring and evaluating the spongor model idea for speculative computation.

6.1 The Touching Model

Each task in the touching model has

1. a single external sponsor which provides what we call the source priority of the task,
and

2. an effective priority.

The external sponsor, toucher sponsors, and controller sponsors of a task T combine to
determine the task’s effective priority according to the max combining-rule, as described by
the following formula:

eflpri(T) =ma.x(aourccpri(T),j max_(efipri(j)), (entlpri(k,T)))

max
Etouch(T) kecontrollers(T)

where effpri(1) is the effective priority of task 1, sourcepri(s) is the source priority of task 1,
citlpri(s, §) is the priority that controller § contributes to task j, touch(s) is the set of tasks
touching task 1, and controllers(s) is the set of controller sponsors for task {. We describe
a primitive form of controller sponsors in Section 6.2.

97
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All priorities are in the interval [0, M.{ X].! Tasks are scheduled for execution according
to their effective priority: only runuable tasks of the highest effective priority run at any
point in time. Tasks with effective priority O are not runnable; but their computational
state is retained (until it becomes inaccessible and is garbage-collected) and thus the task
may be restarted if its effective priority becomes non-zero.

6.1.1 Priority propagation

The sponsorship of a task may change due to a change in existing sponsors, the addition of
new sponsorz (by touch or the addition of & controller sponsor), and the removal of existing
sponsors (controller sponsors only). Whenever such a change occurs, the effective priority
of the task is updated if nccessary according to the max combining-rule. Any change in
the effective priority of this task may require a change in the effective priority of any tasks
sponsored by this task, and so on, down the sponsor tree. (Chains of toucher sponsors —
which we call touch chains — form the branches of a tree and controller sponsors serve as the
forks in the tree.) We call this recursive process of updating priority priority propagation.

Priority propagation occurs implicitly in response to a change in sponsorship. For ex-
ample, whenever a task touches another, the toucher implicitly sponsors the touchee and
implicitly propagates any change in priority. Unlike in the idealized model in Chapter 5,
priority propagatizn in the touching model is not instantaneous: determining if a change ™ :
sponsor priority cnanges the effective priority and updating the effective priority, if neces-
sary, takes nonzero time. We perform priority propagation eagerly, propagating any changes
immediately until termination, and in a depth-first manner. This eager priority propagation
is blocking: a computation which (implicitly) initiates priority propagation cannot continue
until the priority propagation terminates.

With non-instantaneous priority propagation we get two sources of (dynamic) diver-
gence, i.e. failure to reach a fixpoint of the priority equations:

1. New changes in priority may occur faster than they can be propagated so the network
priority equations are always unsatisfied. By new changes, we mean the origination
of a change in priority, not the propagation of some past change. A change in priority
originates at a node n due to a change in source priority for node n, a change (due to
some change in sponsor policy) originating in a controller sponsor sponsoring node n,
or & change in connectivity affecting node n — either some task touching node n or
the addition (removal) of a controller sponsor to (from) node n.

2. Priority propagation may not terminate.
The first type of divergence results in a certain lack of control: the constant disequi-

librium means that control decisions may be based on misinformation and the inability to
track new changes means that control decisions may be obsolete {and incorrect) by the time

!Conceptually, speaking. See Section 10.1.
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they propagate to the appropriate parts of the network. Esger priority propagation limits
this damage by blocking the progress of an activity originating a priority change until that
change is fully propagated. Thus the rate of priority propagation bounds the rate of new
changes. This advantage is the rcason we chose eager priority propagation.

The second type of divergence is especially a problem. with eager priority propagation,
although it can also happen with “lazy” priority propagation. (With lazy priority prop-
agation we might only perform a little propagation at regular intervals of time and still
never terminate the propagation.) Non-termination of eager priority propagation causes
two problems: the activity originating a priority change is blocked forever and resources
are committed forever to propagating the change. We call this type of divergence priority
propagation divergence.

Priority propagation divergence

In the touching model, priority propagation divergence occurs due to cycles and “run-away
crcate and touch”.

Cycles

For the touching model, the max combining-rule does not ensure termination of priority
propagation in the presence of cycles due to the non-instantaneous update of priorities in
the touching model. If perturbations in priority occur before full adjustment to an initial
perturbation, we can get non-termination with the max combining-rule.

Consider the scenario in Figure 6.1. First the network as shown in Figure 6.1(a) is in
cquilibrium. Then the effective priority of task 1 changes from 5 to 10, say due to task 7
touching task 1. This then causes a change in priority to begin propagating around the
cycle. Suppose, though, that before this priority propagates entirely around the cycle the
cffective priority of task 1 changes again, decreasing to 7 due to a decrease in the source
priority of task 7. This yiclds the situation depicted in Figure 6.1(b) with two waves of
priority changes propagating through the cycle. If both waves propagate at the same speed,
they continue to chase each other forever and never reach equilibrium,

Note that such non-terminating behavior with the max combining-rule requires:

e A directed cycle in the touching network

¢ Two or more propagations active simultaneously within the same cycle. At least one
of these propagations has to increase the effective priority and at least one has to
decrease the effective priority.

o Each of the propagations to occur with the same speed. In fact, there might be sizable
pressures for the propagations to synchronize and move in lock-step due to locks that
may be required to change the effective priority of tasks.
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(2) (b)

Source priority of all tasks is 3 unless otherwise indicated.

Figure 6.1: Non-termination with max combining-rule
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Presently we do not worry about cycles in the touching model, As mentioned in Section
5.1.2, a cycle is an error condition in the first placc. However, there should be a reasonable
policy for handling such errors to avoid infinite cycling of priority propagation. One way to
handle cycle errors is to record the number of nodes encountered in a sponsor chain during
priority propagation. Then if thg number of nodes exceeds some threshold, terminate the
priority propagation. This “bounded eager” priority propagation prevents infinite cycling of
priority propagation in the presence of cycles and can even lead to equilibrium in cycles, as
well as termination. Equilibrium arises when the first n—1 propagators in a cycle terminate:
the n** propagator will restore equilibrium (assuming it is not terminated prematurely by
the exceeding the node threshold) and terminate,

Run-away create and touch

The other way that priority propagation can fail to terminate in the touching model is for
a touch chain to grow faster (or as fast as) the rate of priority propagation dewn the chain.
For this to happen we have to continually create and touch new tasks. For example, task
1 creates and then touches task ¢ 4 1, and task 1 + 1 creates and then touches task ¢ + 2,
and so on, forever. We call this run-away create and touch. We regard it as a pathological
condition with low probability since it requires a non-terminating computation. In fact, we
ignore it.

6.1.2 Computation reclamation

The sponsor model provides an elegant framework for explicit computation reclamation.
To declare a task irrelevant we just have to remove its sponsors; an unsponsored task docs
not run. Morcover, this reclamation is reversible since the task may resume whenever
responsored.

We realize this method for explicit reclamation in the touching model as follows. To
declare a task irrelevant we set the source priority of the task to O and propagate any
resultans change in the task's effective priority. We call this process staying, If the effective
priority of a task is 0, the task is not runnable (as described carlier); we say such a task
is gtayed — its computational resources have been reclaimed. Note that staying a task
(“declaring the task irrclevant”) does not imply that the task will be stayed (“considered
irrelevant”) since the task could still have toucher or controller sponsors, indicating that
the task is relevant from the viewpoint of other tasks demanding its value. A stayed task is
unsponsored (setting a sponsor priority to 0 accomplishes the same thing as removing the
sponsor). Such a task raay be restarted by responsoring it, i.e. by making its source priority
non-zero, by touching it with another (running) task, or by giving it a non-zero controller
sponsor — anything which makes its effective priority non-zero. Table 6.1 summarizes these
terms and conditions.

This method of explicit reclamation fits very nicely in the touching model; no new
mechanisms are required. One very important feature which falls out of the touching model
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[ Informal term | Technical term | Action or condition ]
declare irrelevant to stay set source priority to O and propagate
declaring irrclevant staying process of setting source priority to 0 and
propagating
considered irrelevant stayed effective priority = 0

Table 6.1: Reclamation terminology

framework is that reclamation is reversible.

Finally, we sce that the run-away task phenomenon is particular form of dynamic diver-
gence. We menticn this phenomenon again in Section 6.2,

6.1.3 Prioritics

The choice of priority to effect ordering was driven by pragmatics. Ideally we would like
a more direct (and declarative) means of specifying the desired ordering information. Un-
fortunately, it is not yet clear, except in special cases — such as firat-in-first-out (FIFO)
ordering (or similar orderings based on task creation time) — how to concisely describe the
desired ordering.

Prioritics are very simple and allow a great deal of flexibility in expressing desired
orderings. For example, if tasks are allocated sparsely enough in the priority space, a
priority range can be associated with cach task rather than a single priority. This range
may then be subdivided amengst the children of the task to obtain nested orderings. We
follow up on this idea in Section 6.4.3.

There are two problems with introducing priorities at the user level.? The first problem,
as alluded to above, is that prioritics at the user level increase the imperativeness that the
user/programmex has to deal with. The second problem is that prioritics themselves lack
meaning; they are too abstract, They can only be understood operationally by changing
them and observing the effect(s) on program execution. In some instances it may be possible
to hide these problems from users with suitable user interfaces, effectively pushing the
imperativeness and lack of meaning into the domain of the library or interface author.

6.2 Language Features

Our aim was to provide basic primitives for speculative computation in the spirit of the
Multilisp medel. The result is a relatively low level substrate that users can build on to
provide whatever interface they wish and deem appropriate for their application.

?There is no objecticn to using priorities strictly within the implementation, perhaps to implement some
ordering mechanism.
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As discussed in Section 1.5, we had two important goals in this implementation. The first
goal was to retain the future construct and thus retain the apirit of the Multilisp model.
The second goal was to minimize the impact of our support for speculative computation
on the performance of conventional styles of computation, To accornplish this second goal
we distinguished mandatory tasks and speculalive tasks. Mandatory tasks always have fixed
effective priority MAX (conceptually speaking — see Section 10.1) and cannot be stayed.
Speculative tasks can have any effective priority € {0, MAX] and may be stayed. Thus
mandatory tasks correspond to the tasks in conventional styles of computation and spec-
ulative tasks correspond to the tasks in speculative styles of computation, However, these
are merely operational terms and do preempt our definitions in Section 1.1: a mandatory
task may perform speculative computation and a speculative task may perform mandatory
computation. Because mandatory tasks cannot be stayed and cannot be preempted, they
car, be implemented more efficiently than speculative tasks.

The top level, read-eval-print-loop, task is a mandatory task. All the children of a
mandatory task are also mandatory tasks, provided that the children are created with
future,

(spec-tuture ezp pri) creates a speculative task with source priority prito evaluate ezp
and immediately returns a placeholder for the result, just as future does. All the children
of a speculative task are also speculative. If a speculative task executes future, the child
task is a specalative task with its source priority inherited from its parent.

Orthogonal to this notion of inheritance is the notion of contagion. If a mandatory task
touches a speculative task, the speculative task becomes mandatory.

(nake-group exzp pri) is the same as spec-future except it returns a group object.
A group in this implementation is merely the name for a make-group task and all its
descendant tasks, i.e. the trec of tasks rooted by a make~group task. There is no controller
sponsor associated with these groups and thus these groups lack modularity. (The addition
of full controller sponsors is a project for future work.)

(stay-group group) performs the staying operation on all members of the group group,
i.c. it stays all group members. It returns an unspecified value. Since a group includes the
make-group task and all its descendants, stay-group automatically names and stays all
descendants. This dynamic naming of of descendants climinates the difficulty of explicitly
tracking descendants and solves the problem with tracking descendants spawned by un-
known function calls. stay-group essentially integrates the “killer tasks” idea of Grit and
Page [Grit], mentioned in Section 3.2, into the touching model.

We mentioned earlier how the run-away task phenomenon is a particular form of dynamic
divergence. We prevent the run.away task phenomenon by suspending the creation of any
new tasks in a group while any staying is in progress in the group. We discuss the details
in Section 10.4.

(my-group-obj) returns the group object representing the executing task’s group., A
task’s group is always the task's newest ancestral group.
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(meke-class class-type) creates and returns a class object. A class is collection of
tasks and a sponsor in the fashion of the groups mentioned in Chapter 5. Unlike with the
group created with the make-group construct, the members of a class are arbitrary and
not necessarily all descendants of a common parent. We have implemented three types of
classes, cach of which corresponds to a different type of primitive controller sponsor:

1. class-all, in which the class sponsor sponsors all the members of the class,
2. class-any, in which the class sponsor sponsors an arbitrary member of the class, and

3. class-pqueue, in which the class sponsor sponsors only the top-priority task in the
class.

The class sponsor receives its sponsorship from one or more sponsors (see make-future
below) combined according to the max combining-rule.

(add-to-class obj class): if odj is an undetermined future object for a class object ¢,
then add-to-class adds either the task associated with for the class object ¢ to the class
class. Otherwise, add~to-class does nothing. It returns an unspecified value,

(remove-from-class obj class) functions like add-to-class but instead removes objy
from the class class. In addition, when a task terminates, it is automatically removed from
any classes to which it belongs.

We implemented these two primitives by “touching” and “untouching,” respectively, the
given task (or class) with the class sponsor of the given class. Thus classes are a relatively
straightforward extension of the touching mechanism. Section 10.3 describes details.

We added an optional argument to the make-fature construct described in in Section
14: (make-future &optional class) creates and returns a placeholder and sponsors the
class class (if specified) with the maximum-priority task blocked on the placeholder. This
sponsorship is removed when the placeholder is determined.

Chapters 7 and 8 provide examples demonstrating and discussing the use of these con-
structs., Appendix A presents further details on these constructs.

6.3 Deficiencies

All the deficiencies of the touching model result in one way or another from the lack of full
controller sponsors. We did not implement full controller sponsors mainly because we were
not sure what form the controller sponscrs should take. We also had reservations about their
run-time cost and implementation difficulty. We wanted to keep the first implementation
simple so we could implement it quickly and spend ample time experimenting to assess its
merits and deficiencies. We originally planned a second implementation (see [Osborne])
to incorporate our findings but the first implementation and experimentation took much
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longer than we expected. In the remainder of this section we concentrate on the major
deficiencies we found.

The biggest deficiency in our touching model is lack of modularity: neither our groups
nor our classes with primitive controller sponsors provide modularity. Class sponsors
merely distribute sponsorship to a collection of tasks without maintaining any local or-
dering amongst the tasks. We can still do a lot without modularity, as the examples in
Chapter 8 demonstrate, provided that there is only one speculative activity in the system.
This may be acceptable for a prototype, but is certainly unacceptable for a production
system. What we said above for controller sponsors applies here too. Plus, we did not
appreciate the importance of modularity when we began this work.

The next biggest deficiency is inadequate treatment of group interaction. Because of the
primitive controiler sponsors and lack of modularity, this is only a problem with staying.
Let us present this argument before discussing the problems with staying.

We have two types of “groups” in the touching model. The first type is that created
with make-group. These groups lack controller sponsors of any kind. The root of such a
group is the make-group task. Thus root interaction, such as touching or class-sponsoring
the group, amounts to just touching or class-sponsoring the make-group task, which is
no different than any other task, The interaction is not distributed to any other tasks
in the group because the group has no controller sponsor and thus lacks modularity. If
the make-group task requires the results of other tasks in the group to produce the group
result, then the task must specifically demand the results by touching or class-sponsoring
the other tasks — there is no eagerneas component aside from the source priorities. Non-
root interaction is no different from intra-group interaction. Since these groups have no
controller sponsors and hence no control domsain or modularity, inter-group sponsoring of
non-root tasks does not cause control domain interference and does not destroy modularity.

The second type of “groups” in the touching model are classes. Classes are basically
stripped-down versions of the full-fledged groups discussed in Chapter 5. The root of a class
is the class sponsor. The primitive controller sponsors available as class sponsors preclude
modularity but do serve as “group” interface points, allowing root “group” interaction:
class sponsorship is distributed to the class members according to the class type. As with
make-group groups, non-root interaction with classes is no different than interaction with
any other task and thus presents no difficultics.

Thus root and non-root interaction present no problems with either type of “group”
since controller sponsors are cither non-existent or too primitive to provide modularity or
real control domains — no problems, that is, except for the interaction of make-group
groups while staying. Intergroup touching and class-sponsoring creates confusion over who
is responsible for staying tasks.

Consider the following example. Suppose we stay ¢roup G, thereby setting the source
priorities of all the tasks in G to 0, and as a result all the tasks in G are stayed. Now
suppose task T3 in group G touches task T} in Gy, thus sponsoring T} and causing it to
become unstayed. Who is responsible for staying T} should G, be stayed? Obviously T%
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Figure 6.2: Intergroup touching in presence of staying

since it is the one sponsoring Th. Indeed, when T3 is stayed, its effective priority of 0 will
be propagated to T) and T} will be stayed too. But now suppose after being touched by
Ty, T1 spawns a tazk Ts with & non-zero source priority ss, as illustrated in Figure 6.2.
Who is responsible for staying Ty should Gz be stayed? Now we can argue that either T
or T should be responsible since T}, dizectly, and Ty, indirectly, caused the creation of Ts.
However, neither of these tasks are sponsoring Ts: T is sponsored entirely by its external
sponsor providing its source priority. Thus Ty will not be stayed as:a consequence of staying
Tz or Ty. (T3 is a descendant of T} and hence a member of Gy and not Ga.)

The problem is there is no mechanism to remove the source griority of Ts. ‘The obvious
solution is to eliminate this source priority and sponsor Ty by Ty or T:2. However, this is
unsatisfactory. Ts must be able to run even if T3 never touches Ts. Thus at the least, Ty
must sponsor T3. Now how does T sponsor Ts? Unless Ty’s code calls for touching T, the
only way to sponsor T in the touching model is by a class sponsor. However, T} has no
way to know, in general, that it will be touched and thus has no incentive to put Ts in a
class sponsored by Ti.

(The ideal way to solve this problem is to sponsor Ts by Gy’s controller sponsor and

then splice a new group out of Gy rooted by T} when T3 touches Tj. However, we do not
have full controller sponsors.)

Another solution is to have all the descendants of a task like Ty be a member of al} the
groups touching T1. Thus staying any of the groups will surely stay descendants like Ts.
This is overkill, however. If all the descendants of T} are required, then staying G2 would
needlessly destroy any ordering established by the source priorities of Ty’s descendants.
This is really example of the multiple contrsl domain interaction problem.

The solution we adopted is to have each task “owned” by the group supplying the
maximum priority sponsor. The effective owner of a task, until sponsored by a toucher
or class sponsor, is the effective owner of its parent at the time of the task’s creation.
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Staying a group now involves staying all that group’s effectively owned tasks as well as
direct descendants, This solves the “unstayable” descendants problem, illustrated in Figure
6.2, and the overkill problem. However, making the effective owner that of the parent at
crcation time is an arbitrary choice that leaves further problems, We leave these problems
for the reader to ponder. There scems to be no good solution to these problems other than
group splicing, which we did not implement in our prototype.

Ancther deficiency is that class sponsors lack an ecager component. They hava no internal
source of sponsorship, like from a source priority, and thus must await sponsorship from
another source, such as when the class result is demanded. This reflects the fact that a class
sponsor is passive and merely distributes received sponsorship rather than taking an active
role and negotiating with other sponsors for sponsorship. The touching model suffers from
lack of active agents for implementing dynamic control, such as discussed in Section 2.1 for
por.

As a final deficiency, the touching model does not address the issues with partial results
(sce Scction 5.4.6) at all.

6.4 Extensions

In this section we describe various ways in which we believe the touching model should be
extended.

6.4.1 Controller sponsors

The most important addition is more advanced controller sponsors. At a minimum we need
some way to enforce modularity.

6.4.2 Resource attributes

We need to add resource attributes to achieve other dimensions of control like duration,
especially.

6.4.3 Priority ranges

For modularity, we would like to have hierarchies of priority spaces, in which each priority
apace has its own local ordering relative to the priority of its parent. We call this nested
priorities. However, we also want to implement nested priorities efficiency. We can already
implement a flat priority space, as in our touching model, efficiently. One way to achieve
this objective is to embed nested priorities within a suitably large fiat priority space. This
amounts to allocating * :sk priorities within a virtual priority space.
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Figure 6.3: Ordering with priority ranges

The idea is to assign a priority range to each group and task. Each group and task
is then responsible for allocating its priority range amongst its children to achieve nested
orderings, as mentioned in Section 6.1.3. Figure 6.3 illustrates an example. Group G; has
allocated its priority range amongst descendant tasks T}, T,, and group G3 such that G2 >
T, > Ty where > indicates ordering. Group G2 has further allocated its priority range to
give a final ordering of T > Ts > T3 > T.

To give the illusion of infinite resolution in the priority space, we can “rebalance” the
priority space when one or more priority ranges are smaller than some some threshold.

Rebalancing amounts to garbage-collecting the sparsely populated regions of the priority
space to redistribute to the more densely populated regions.

The combining-rule can be stated in terms of ranges by taking the maximum and min-
imum of all the input range endpoints.

The cost of priority ranges comes in migrating the tasks in a priority range due to a
change in ordering by the combining-rule or by a controller sponsor. Whole priority ranges
must be migrated to new positions as illustrated in Figure 5.4 in Section 5.4.1.
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8.4.4 Lazy priority propagation

There are two extremes in priority propagation: eager, in which we immediately propagate
as much as possible, and lasy, in which we propagate incremently, over regular intervals.
The hope with lazy priority propagation is that immediate propagation may net be essential
and indeed might be wasteful if the priority changes effected would immediately be obsolete.
Lazy priority propagation may be beneficial in reducing the number of priority updates, i.e.
climinating uscless updates, and in avoiding problems with cycles. However, these bencfits
must be balanced against the costs of operating with the sponsor network in non-equilibrium
for a greater {raction of the time. We should investigate lazy priority propagation.

6.5 Summary

The touching model is a subset of the special sponsor model, based on priorities and lacking
any resource attributes. Changes in priority are updated using eager priority propagation
which tends to minimize periods of divergence at the cost of non-termination in pathological
situations. Explicit reclamation fits within the touching model very elegantly by exploiting
the combining-rule and priority propagation mechanisms. The touching model has only
primitive controller sponsors and thus lacks modularity. The goal of the touching model
was to provide a simple model to experiment with and “sample the waters™ of speculative
computation.
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Chapter 7

Side-effects

As mentioned in Section 2.3, the main issue with side-effects is synchronization; side-effects
provide a means for tasks to interact and communicate outside the data dependency (and
implicit synchronization) mechanism represented by touching. Thus side-eflects provide
a means for (explicit) intertask synchronization. The new issue raised by such intertask
synchronization in speculative computation is relevance: tasks may be relevant for the
potential synchronization represented by their side-effecta,

In this chapter we examine the problems posed by side-effect synchronization in specu-
lative computation and solve these problems in the context of our touching model.

7.1 The Synchronization Problem

The synchronization problem posed by side-effects in speculative computation is that one
task or a collection of tasks may be waiting for some event — for some side-effect to be
performed — by some other task without any way to demand that the event occur. For
cxample, when a task A stalls (blocks or busy-waits) waiting for some other task B to
perform a certain side-effect event (such as releasing a lock or a semaphore, or explicitly
determining a future, or writing some shared variable), Multilisp offers no means for A to
contact B and “demand” that the event be performed. Consequently, if B has a lower
priority than A, A could experience substantial delays due to preemption of B by tasks
with priority less than A. Far worse is the possibility that B is stayed. Then A is definitely
deadlocked. Thus poor performance and deadlock can result from having no way to demand
a side-effect event.

7.2 Solution Outline

Task synchronization must obey the following property.

111
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Property 1: No speculative deadlock Suppose that a program fragment which solves
a given synchronization problem involves onu or more speculative tasks (tasks subject
to preemption and staying). If this program fragment is deadlock-free when all spec-
ulative tasks are replaced by mandatory tasks, then the original fragment involving
speculative tasks should also be deadlock-free, provided the synchronization is rele-
vant. We define the synchronization to be relevant if at least one task waiting for the
synchronization to occur is relevant, (Recall that in our touching model we conzider
a task to be relevant if its effective priority is greater than 0.)

This property is essential. To address the performance issue, we desire that task syn-
chronization also possess the following two properties,

Property 2: Demand transitivity (Priority inheritance) A task or tasks performing
some event for which other tasks are waiting should run at the priority of at least the
maximum priority waiter. That is, demand transitivity should be extended to all
situations in which a task or tasks is/are waiting for another.

Property 3: Priority access Access to mutual exclusion regions should be in priority
order.

Priority inheritance attempts to reduce the synchronization delay by giving synchronizer
tasks at least as much importance as the tasks waiting for them. Note that Property 2
implies Property 1. (We assume the scheduler cannot starve a high priority task in favor of
low priority tasks.) Priority access attempts to serve tasks in the order of their importance to
reduce average synchronization delay (weighted by pri «city) and reduce the need for priority
inheritance. Although these two propertics are reasonavle goals, their implementation costs
must be balanced against their benefits, In several examples in this chapter we abandon
our pursuit of one or both of these propertics.

7.2.1 Philosophy of solution

Solutions to the problems of side-cffects have two flavors according to the manner in which

Property 1 is maintained (assuming that the tasks producing the synchronizing event can
be identified):

1. Roll-back

Tasks in the process of producing a synchronizing event are allowed to be stayed
but only after they undo any state changes they made that might otherwise lead to
deadlock.

2. Roll-forward

Tasks may not be stayed while they are in the process of producing a synchronizing
event for which other relevant tasks are waiting.
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Roll-back schemes have a number of problems. First, they have limited applicability.
They only work if some other task(s) will produce the synchroniziag event after the original
synchronizing task(s) is/are stayed and rolled back. Thus roll-back schemes will work when
tasks compete for access to a mutual exclusion region but will not work for tasks blocked
waiting for some task to determine a placeholder or write some shared variable, Second,
roll-back schemes lack completencss. They address Property 1 and neglect Property 2.
(They may or may not address Property 3.) Without Property 2, a synchronizing task
can be preempted while other higher priority tasks wait on it, thus allowing unnecessary
synchronization delay. Third, roll-back schemes can be complicated to implement. If the
synchronizing task(s) involve(s) significant state changes, such as spawning a non-funictional
task, restoring the state is non-trivial, Finally, roll-back schemes do not fit very well in our
touching model,

For these reasons, we do not consider any roll-back schemes here. Instead, we favor
roll-forward schemes which are more in spirit of our touching model, as should be obvious
shortly.

MultiSchieme and Qlisp both support variations of the roll-back strategy {not necessar-
ily Jinked to computation reclamation though). MultiScheme uses object finalization, as
described in Section 3.4 and in [Miller}, and Qlisp uses the unwind-protect form described
in Section 3.5 and in [Gabr8).

7.2.2 Roll-forward solutions

To achieve Property 1 in the roll-forward paradigm (assuming the synchronization is solved
in a way that would be correct if all the tasks were mandatory) we need:

1. some way to recognize when the progress of a task is stalled waiting for some syn-
chronizing event,

2. some way to determine which task or tasks is/are responsible for performing the
synchronizing event (the synchronizer task(s)), and

3. some way — either a priori or dynamically upon recognizing 1 — to prevent tasks
identified in 2 from being stayed.

The first requirement is trivial when a task blocks on a placeholder or a semaphore,
but can be more difficult with non-blocking types of synchronization, such as spin-locks.
The second requirement is a key problem. Often the task(s) responsible for performing
the synchronizing event can be identified implicitly, such as in simple mutual exclusion
problems, but this is not always the case. Our approach in such cases is to explicitly
identify the responsible tasks.

There are a number of ways to meet the third requirement. The simplest is to make a
task “non-stayable” while it may be performing a synchrcnizing event. While very simple,
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this a priori approach has two difficulties. Firat, it pravents a task from ever being stayed
while it is in a “critical region®, even if no other task is waiting for it to exit the region.
Thus it may be too conservative. Second, and most important, the “non-stayable® solution
does not prevent o task from being preempted while other higher priority tasks wait on it.
In other words, it fails to achieve Property 2.

Another a prior approach is to make the task “non-presmptable® whila it may be
performing a synchronizing event. This condition may be stronger than required or desired
— we may want high priority tasks, such as mandatory tasks, to preempt low priority
synchronizing tasks. Thus this approach over-achieves Property 2. This drawback may be
quite acceptable, given the simplicity of this approach, if tasks are *non-preemptable” for
only a short time.

A third approach is the dynamic approach. It avoids under- or over-achieving Property
2 by parameterizing the preemption level of the synchronizing task(s) by the priority of
the tasks waiting for the synchronizing event. This approach is, of course, more compli-
cated becausc all the tasks involved in a synchronization event rust communicate to find a
compromise preemption level for the synchronizing task(s). Furthermore, this must happen
dynamically in response to changes in task priorities. Nevertheless, in many situations the
dynamic approach is potentially more cfficient than a priori approaches.

Most of the remainder of this chapter involves the extension of our touching model to
implement this dynamic approach. The basic idea is to sponsor the task(s) producing some
event by the tasks waiting for the event. In this case we propagate the priority of the
maximum priority task waiting for a synchronizing event to the task or collection of tasks
that will perform that event.

To complete our discussion on implementing Properties 1 through 3, we note that Prop-
crty 3 requires some way to control which waiting tasks are resumed after a synchronization
cvent occurs. This fits into our extended touching model fairly well.

7.3 Examples

To motivate further discussion, we look at concrete examples of common synchronization
mechanisms and their problems.

7.3.1 Locks

A lock is a shared variable which is tested and updated indivisibly to synchronize tasks
without blocking; the waiting, if any, iz busy waiting.
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17 initialize lock
(define a-lock (cons nil nil))

1+ evaluate thunk while holding a-lock
(define (with-lock thunk)
(it (not (rplaca-eq a-lock '#t nil)) ; if car of a-lock is nil,
: atomically replace it by '»st
(begin (thunk)
(xrplaca a-lock nil)) ; clear lock
(with-lock thunk))) ; spin until get lock

Figure 7.1: A simple spin-lock

Mutual exclusion — spin-locks

Figure 7.1 shows an example of mutual exclusion vis spin-locks. Once a-lock is initialized,
any task calling with-lock will evaluate thunk in a mutual exclusion region.

The most obvious problem here is that a task may be stayed while evaluating thunk and
holding the lock. Thus other tasks may spin forever waiting {or the Jock. We could solve this
problem by either the a priors approach, in which a task is non-stayable or non-preemptable
while it holds the lock, or by the dynamic approach, in which the waiters propagate their
attributes to the task with the lock.

The ¢ priori approach requires some means to indivisibly grab the lock and enter the non-
stayable/non-preemptable region. Otherwise, if the lock is grabbed first, the task may be
stayed before ertering the non-stayable/non-preemptable region, or if the non-stayable/non-
preemptable regicn is entered first, the task may continue to spin once it has been stayed.
Of course, the task could spin in a loop where it enters the non-stayable/non-preemptable
region, attempts to grab the lock, and immediately exits the region if unsuccessful. However,
entry and exit of non-stayable/non-preemptable regions could be expensive so we want to
avoid the unnecessary entries and exits with this approach.

The dynamic approach requires some way to identify the task holding the lock, some
way for a task to determine when it is waiting for a lock, and some way to propagate the
attributes of a waiting task without blocking. These first two items may involve non-trivial
overhead, and these three items only guarantee Properties 1 and 2.

Typically, the mutual exclusion region guarded by a spin-lock is short, and thus the
presence or absence of Properties 2 and 3 have minimal effect. In this case, the a priori ap-
proach is the most cost-effective. If this is not the case, busy-waiting is probably not efficient
anyway and other synchronization methods, such as semaphores, should be considered.

In the case of spin-locks (and a few other synchronization problems — see Section 8.3
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+1 initialize lock
(define a-lock (cons nil nil))

+1 evaluate thunk while holding a-lock
{define (with-lock thunk)
(let ((action (delay (begin (thunk)
nil))))
(rplaca~eq a-lock action nil)

evaluate the thunk when touched
return nil to clear lock

it car of a-lock is nil,
atomically replace it by action
otherwise block on delay in car
start evaluating thunk

®s wo mp ®e ws we

(touch action)))
Figure 7.2: A simple spin-leck with & *delay device”

on Emycin), we can provide a solution guaranteeing Properties 1 and 2 (and not over-
achieve Property 2) without any new constructs. Figure 7.2 shows such a solution, Each
task ontering with-lock competes to indivisibly test the car of the lock cell for nil and if
so, replace it by a delay to evaluate thunk. The winning task touches the delay to force
cvaluation of thunk. Losing tzsks block on the delay in the car of the lock cell. (xplaca-eq
touches its arguments.) When thunk is evaluated, the delay is determined to nil, thus
clearing the lock cell, and any tasks blocked on the delay resume execution of xplaca-eq
and compete again for the lock.

Since all the tasks waiting for the lock touch the task responsible for releasing the
lock, this task has at least the priority of the maximum priority waiter, thus guaranteeing
Property 2 and hence Property 1.

This solution converts the spin-lock problem into the framework of our touching model.
In so doing, we have changed the semantics of this solution slightly from a true spin-lock.
Tasks failing to get the lock block rather than spin. If thunk takes more than a short
time to evaluate this may be an improvement over spinning. However, if thunk does take
only a short time, the queucing and restarting associated with blocking may add significant
overhead. Ideally, we would like to propagate attributes to the task evaluating thunk
without blocking.

This solution lacks Property 3, but this should not be an important problem. If it
v/ere, the circumstances are probably such that semaphores would be a better choice than
spin-locks.

7.3.2 Placeholders

Placeholders are a very useful synchronization mechanism. We categorize their use by the
number of potential determiners for a given placsholder.
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Initialize:
(define first (make-future)) ; make a placeholder
Master task: Slave tasks:
(mastex~befoxe) .es
(determine-futuxe fixst nil) ; continue slaves | (touch fixst) ; await synch condition
(naster-after) .o

Figure 7.3: A placeholder example with one determiner

One determiner

Figure 7.3 shows a typical application of a placeholder with one determiner.

The two problems here are the master task may be stayed before determining the place-
holder and the master task may run slowly, perhaps being subject to unnecessary preemp-
tion, while higher priority tasks are blocked on the placeholder. In short, the problem is
that Property 2 is not guaranteed. Property 3 is irrelevant here.

We could solve this problem by making the master task non-preemptable until it deter-
mines the placcholder, but this is too strong a solution. Instead, we would like the tasks
blocked on the placcholder to sponsor the task that will determine the placeholder. In some
cases, such as is suggested in Figure 7.3, the determiner may be known a priori. In such
cases we might be able to use a variation of the trick in the previous section, as illustrated
in Figure 7.4,

If the determiner is not known a priors, we have the problem discussed in the next
section.

Multiple Potential Determiners

A prime example of this use of placeholders is multiple-approach speculative compu.ation.
Figure 7.5 shows such an example where we are interested only in the first solution to a set

Master task: Slave tasks:

(set! first (future
(begin (master-before) nil))) | (touch first)

(touch first)

(naster-after)

Figure 7.4: Placeholder example with “delay device” variation
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(define first (cons O nil)) ; initizlize lock
(define Zirst-solution (make-future)) ; create synchronization placeholder

{: attempt to solve the given probiex
(define (xolve probleam)
(let ((a-solution (work-on-problem problem)))
(if (solution? a-solution) : was a solution found?
(it (rplaca-eq first 1 0) ; if so, test lock to sees
; if first solution
13 it tirst, deteraine placeholder to solution
(determina-future first-solution a-solution)))))

1+ attempt to solve all problexe simultaneously

(define (2ind-first-solution probleas)
(mapcar (lambda (prob) (fnture (solva prab))) problems) ; fork solvers
first-solution) ; return first solution

Figure 7.5: A placeholder example with multiple potential determiners

of problems. For simplicity, we sssume that a solution will be found for at least one of the
problems.

As before, a task may be stayed or preempted before determining the placeholder. The
problem here is that we do not know which task will determine the placeholder. Thus we
must ensure that none of the potential determiners is stayed or preempted. One solution is
to make all the potential determiners non-preemptable until the placeholder is determined.
Not only is this solution too strong, as before, but it also is complicated by the need to
re-cnable preemption in all the *failed” determiners. A better solution is to sponsor all the
potential determiners of the placeholder until the placeholder is determined. In fact, noting
that Figure 7.5 is really por, we might like a controller sponsor to distribute sponsorship
to the potential determiners. {This is precisely the approach we take in Section 8.1).

7.3.3 Semaphores

Semaphores may be used in many different ways and as the basis for other synchronization
mechanisms like monitors [Hoare] and (conditional) critical regions [Brinch]. (Thus for the-
oretical reasons we need examine only semaphores, although there may be efficiency reasons
to favor these other mechanisms. We leave the study of these other synchronization mech-
anisms for future work.) We present a few examples of various ways in which semaphores
can be used and the problems encountered in these cases.
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Simple Mutual Exclusion — serializers

Semaphore serializers have the following simple format:

(wait-sena sema)
some action
(signal-sexa seza)

Some action is guarded for mutual exclusion by a single binary semaphore, sexa, which
is initially free. (As mentioned in Section 1.4, wait-sema and signal-seza are our names
for Dijkstca’s P and V operations respectively.)

One way to meet Properties 1 and 2 for serializers is Lo make tasks non-preemptable while
in the mutual exclusion region. However, given the overhead already involved in olocking
on a semaphore, the benefits of the dynamic approach based on our touching model come
for little additional cost. Thus we consider only this approach in this subsection.

For serislizers it is fairly clear what is required to meet Properties 1 through 3. We
would like to:

1. record the task that is in the serializer mutual exclusion region,

2. sponsor the task in the mutual exclusion region with the priority of the maximum-
ptiority waiter, and

3. admit waiting tasks to the mutual exclusion region in priority order. We assume that
ties in priority ordering are broken in first-come-first-served (FCFS) order.

In this situation we could add the necessary mechanism to our model so that these
actions will occur implicitly, just like touch spoasorship and priority propagation occurs
implicitly when a task blocks on a future. Unfortunately, the following examples indicate
that such an implicit mechanism will not suffice ia general.

Example: Readers and writers problem

In this problem, which is a variation of the simple mutual exclusion problem, there are
two types of tasks accessing a shared object. The first type (the “readers”) ray access the
object concurrently so long as all tasks of the second type are excluded. The second type
(the “writers”) require exclusive access to the shared object.

Figure 7.6 shows a solution to a variant of the read~rs and writers problem in which a
writ.sr must wait until there are no pending readers (thus writers may starve).! readcount

1We assume that waiters for a semaphore are granted the semaphors in first-come-first-served (FCFS)
order, thus readers do not starve.
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Reader

(wait-sema mutex) i (1)

(incri readcount) i (2)

(if (= xreadcount 1)

(vait-sema wrt)) ; (8) first reader must wail for writer to finish

(sigual-sema mutex) i (4)

read operation

(vait-sema mutex) ; (5)

(decrl readcount) ; (6)

(if (= xeadcount 0)
(signal-sema wxt)) ; (7) let a writer proceed

(signal-sema mutex) ; (8)
Writer

(vait-sema wxt) i (9)

write operation

(signal-sema wrt) ; (10)

(incxi x) and (decx1 x) are macros which expand to (sst! x (+ x 1)) and (set! x (~ x 1)) respec-
tively.

Figure 7.6: A solution to the readers and writers problem

indicates the number of current rcaders and mutex is a binary semaphore for updating

readcount atomically. wrt is a binary semaphore for the mutual exclusion of readers and
writers.

The solution in Figure 7.6 contains three scrializers: lines 1 through 4 and lines 5 through
8 for updating readcount and lines 9 through 10 for writing. Thus this solution suffers from
the same two problems as simple scrializers:

1. Alow priority task (reader/writer) in a mutual exclusion region may block the entry of
higher priority tasks waiting for access to that region. Deadlock (to readers/writers)
may result if the low priority task cannot make progress, such as if it is stayed.

2. Access to the mutual exclusion regions — for readcount update and writing, via
(wait-sema mutex) and (wait-sema wrt) respectively — is not necessarily via pri-
ority order.

The solution in Figure 7.6 contains another critical region: from the (wait-sema wrt) in
line 3 through (signal-sema wrt) in line 7. This critical region is fundamentally different
from the critical regions in the simple serializers so far: there may be more than one task
in the critical region simultaneously. Furthermore, only the first and last tasks to enter and
exit this critical region in a read “epoch” do so via (wait-sema wrt) and (signal-sema
wrt) respectively. No one task necessarily holds the wrt semaphore for the entire duration
of a read epoch.




7.3. EXAMPLES 121

Coupling between the simple serializers and this new critical region introduces a number
of new problems,

First, readers are blocked (on wrt for the first reader and on mutex for the rest) until
the present writer exits the write serializer. If a writer ia stayed in the write serializer, all
resders (and writers) will be deadlocked.

Second, writers are blocked until the last reader in the current read epoch completes
line 7. If any reader is stayed between lines 3 and 7, writers will be deadlocked. Note that
only writers are deadlocked if rcaders are stayed between lines 4 and 5.

Third, readers are blocked by a reader in either of the two readcount serializers.

Fourth, readers and writers do not enter the critical region in priority order with respect
to each other. We would like a blocked writer of priority p to prevent any new rcaders of
priority less than p from entering the critical region.

To deal with these first three problems, we would like to extend our solution for the first
two problems. We would like:

1. the readers blocked on mutex to sponsor the reader in the first or second readcount
serializers,

2. the readers blocked on wrt in line 3 to sponsor the writer in the write serializer, and

3. the writers blocked on wrt in line 9 to sponsor

(a) the writer, if one is present, in the write serializer, and
(b) otherwise the readers in the critical region between lines 3 and 7.

3(b) raises the following issue: which readers between lines 4 and 5 do the writers blocked
on wrt sponsor? This sponsorship can affect the order in which these readers gain access
to the sccond readcount serializer and thus this order may not correspond to the order
expressed by their “original” priorities. For example, if the tasks blocked on wrt sponsor all
the readers between lines 4 and 5 with the same priority, these readers will gain access to the
second readcount serializer in FCFS order rather by the order of their original prioritics.
We will examine this issue later.

Example: Producer-consumer problem

The producer-consumer problem consists of some number of tasks synchronizing the pro-
duction and consumption of values via a finite buffer. A producer task computes a value and
inserts it in the buffer where 8 consumer task later retrieves it. Figure 7.7 shows the code
for a producer-consumer ‘problem involving a buffer of size N. mutex is a binary semaphore
for atomic insertion and deletion to/from the buffer. empty is 2 general semaphore, with
initial value N, which counts the number of empty slots in the buffer. Complementing enpty
is the general semaphore full, Its initial value is 0 and it counts the number of full slots
in the buffer.




122

Producer

CHAPTER 7. SIDE-EFFECTS

Consumer

(vait-sema empty)  ; (1) wait until at least
one emply slot

(wait-scmn mutex) ; (2) indivisibly add an

(vait-sema full)

(vait-sema mutex)

; (5) wait until at least
one full slot

; (6) indivisibly delete an

item item
ingert in buffer delete from bufler
(sigonal-sema mutex) ; (8) (signal-serma mutex) ; (7)
(signal-scma full)  ; (4) indicate a full slot | (signal-sema empty) ; (8) indicate an empty
slot

Figure 7.7: A solution to a producez-consumer problem

This formulation? has the familiar two problems associated with a simple serializer like
outex. It also has the additional problem that a consumer could be deadlocked waiting on
full if every producer is in one of the following three states:

1. stayed before line 1
We call producers outside lines 1 through 4 external producers.

2. stayed between lines 1 and 4
3. blocked on empty

Likewise, a producer could be deadlocked waiting on empty if every consumer is in one
of the following three states:

1. stayed before line 5
We call producers outside lines 5 through 8 external consumers.

2. stayed between lines 5 and 8

3. blocked on full

These problems are unique among the semaphore examples presented so far: they involve
tosks (the external producers and consumers) outside the semaphore regions. In this respect
the producer-consumer problem is similar to the placcholder example presented in Section
7.3.2.

To solve these new deadlock problems we would like:

1. The producers blocked on full to sponsor

(a) any producers between lines 1 and 4, and

(b) if none, the external producers (which includes the tasks blocked on empty).

5trea.as {Abelsan) provide « mete clugant way to achleve producer-consumer synchronlzation. However,
buffer-bazed formulations offer better control over storage use.




7.3. EXAMPLES 123

2. The producers blocked on empty to sponsor

(a) any consumers between lines 5 and 8, and
(b) if none, the external consumers (which includes the tasks blocked on full).

As in the readers/writers problem, there is the question of exactly which external producer
and external consumer we should sponsor.

In addition, we would like tasks blocked on empty and full to enter their respective
critical regions in correspondence with their priority order.

Example: Simulation of monitors

A monitor consists of data, procedures, a body, and a mutual exclusion region. The body
is exccuted once when the monitor is initialized and thereafter all interaction with the data
is via the procedures defined in the monitor. The body of each such procedure executes
in the mutual exclusion region, thus at most one procedure invocation may execute at any
time. Since monitors are intended for the coordination of concurrent processes, monitors
provide a way for procedure bodics to perform synchronization via condition variables. If
c i3 a condition variable, then (cwait c) causes the calling process to block on condition
¢, and {csignal c) awakens a process® (if any) blocked on condition c. (csignal c) has
no effect if there are no processes blocked on c. Note that these synchronization constructs
are not semaphores, but merely block-wakeup constructs (atomicity is already ensured by
the mutual exclusion region). When a process executes (csignal c) there may be a choice
between continuing the signalling process in the mutual exclusion region or stopping it and
awakening a process blocked on condition ¢ to continue in the mutual exclusion region
instead. For reasons stated in [Hoare}, it is customary to obey the Immediate Resource
Requirement [Ben-Ari) in such instances, which gives priority to resuming processes blocked
on the signalled condition over continuing the signalling process.

We consider here a restricted form of the monitors presented above: each procedure
must have at most one csignal and such a csignal must occur as the last statement of the
procedure. We make this restriction to simplify the example; it is not necessary in practice or
in the simulation of monitors by semaphores. With this restriction, the Immediate Resource
Requirement gives priority to resuming processes blocked on the signalled condition over
admitting new processes to the mutual exclusion region.

To simulate a monitor M obeying the above restrictions, we associate with M a binary
semaphore s, initially free, to serialize access to the mutual exclusion region of M. The
entry point(s) of each monitor procedure begin(s) with (wait-sema s) and the exit point(s)
end(s) with either (signal-sema s) or a csignal (as per the restriction above).

Every condition variable ¢ has an associated integer variable ccount, initially 0, to
count the number of processes waiting for ¢ and a binary semaphore csen, initially locked,

SMonitors customarily utilize FCFS ordering for awakening processes.
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Monitor Simulation

procedure entry (walt-sema ) 3 enter mutual exclusion region

procedure exit | (signal-semz =)
(w/o csignal) | procedure return

For every condition c:

(cwait <) (incxl ccount) i (1) increment # processes wziting for condition ¢
(signal-sema ) + (2) exit mutual exclusion region (so nc deadlock)
(vait-sema coen) ; (8) wait for signalling of condition ¢
(decrl ccount) ; (4) decrement y& processes waiting for condition ¢
(csignal ¢) (if (> ccount 0) ; (5) check if any processes blocked on condition ¢
(signal-sema csem) ; (6) if so, start one up
(sigoal-sema s)) ; (7) otherwise exit the mutaal exclusion region

procedure return

Figure 7.8: Simulating monitor M with binary semaphores

to actually block the processes.

Figure 7.8 shows how M may be simulated using binary semaphores. Figure 7.9 il-
lustrates a kind of state diagram for M (with only one condition ¢ — the extension for
multiple conditions is straightforward). The circles indicate states and the rectangles indi-
cate semaphores. The arc labels indicate the condition causing the state transition.

There are four problems with the code in Figure 7.8 in a speculative computation envi-
ronment. The first two are the familiar problems with serializers.

First, a low priority task in the mutual exclusion region may block the entry of higher
priority tasks waiting for semaphore 8 or csem. Deadlock may result if the low priority task
cannot make progress, such as if it is stayed.

Sccond, access to the mutual exclusion region, via (wait~sema s) or (wait-sema csem),
is not necessarily via priority order.

Third, in more complex uses of semaphores, such as in this example, deadlock may
occur even if a task is stayed in certain regions unguarded by semaphores. In Figure 7.9,
the waiters for condition ¢ (i.e. all the tasks between lines 2 and 3) are unguarded by any
semaphores, yet deadleck will result if all these tasks are stayed. The reason is that tasks
in this “critical region” are included in the monitor state by ccount. When a task executes
(signal-sema ceem) in line 6, it in effect “passes” the semaphore s which it currently
possesses to one of the tasks waiting on condition ¢ and hence waiting for re-entry to the
mutual exclusion region. Thus the task that will signal s will not be the same as the one
that waited for it. The fact that ccount was > O indicates that there should be tasks
waiting on condition ¢, but they all might have been stayed before making it to that point.
In any event, if none of the tasks that incremented ccount can ever re-enter the mutual
exclusion region (and release semaphore s or pass it to yet another task), then no task can
cver enter the mutual exclusion region.




7.3. EXAMPLES 125

procct:durc plwait ) Monitor (“Cit ] vaiters
entry mutual sen for
s csem
procedure Kgignal| exclusion (signal condition
: ; ¢
exit stm]
csignal c)
ccount > O
(cwait ¢)

Figure 7.9: State diagram of monitor M simulation

(One can also view semaphore wrt in Figure 7.6 as being “passed” from reader to reader.
However, this view is less natural for the readers and writers problem.)

The last problem is similar to the fourth problem with the producers/consumers ex-
ample. Certain tasks may be blocked on a condition semaphore waiting for other task(s)
to enter the monitor and signal the condition. For example, we could use a monitor to
perform producer/consumer synchronization. A consumer task could block on a condition
indicating the buffer was empty until some producer task entered the monitor and signalled
a full slot in the buffer.

To deal with these two new probiems, we would like to extend our solution for the first
two preblems. We would like:

1. The tasks biocked on 8 to sponsor

(2) the task, if any, in the mutual exclusion region, and

(b) otherwise the waiters for condition ¢ in the “critical region” between lines 2
and 3 where ¢ is the condition signalled by the most recent task to exit the
mutual exclusion region. (If there are tasks blocked on s and there is no task in
the mutual exclusion region, the most recent task to exit the mutual exclusicn
region must have done so via csignal.)

2. The tasks blocked on csem (for every condition c) to sponsor

(a) the task, if any, in the mutual exclusion region, and

(b) otherwise the task(s) responsible for eventually signalling csem.
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7.3.4 Other types of side-effects

Side-cffects zan certainly be used in other ways to achieve intertask synchronization and
thus lead to possible problems. The most general way is by busy-waiting on some change in
state cffected by another task, such as changing a binding (set!) and mutating a structure
(set-czrl, vector-setl, string-setl, ctc.). The issues here are exactly the same as
with locks, the only difference being the non-indivisibility of the state changes. In the
interest of program clarity and understandability, we believe that prograramers should be
encouraged to use a small set of powerful primitives. Thus we eschew direct treatment of
general busy-waiting synchronization in favor of locks, which are strictly more powerful.
Our techniques for dealing with the problems of locks should also apply to the problems
with general busy-waiting mechanisms (though additional constructs may be necessary).

A different type of side-cffect is input/output (other than by the read-eval-print-loop).
Input, by definition, is always demanded and thus presents no problems in speculative
computation. Output, by contrast, is not always demanded and thus has the same relevance
problem as task synchronizing side-effects: a task could be stayed before printing some
output. There is no direct way to demand output, just like there is no direct way to
demand other types of side-effects. We can either ensure that the task performing the
output is not preempted or we can arrange to sponsor the task(s) responsible for performing
the output, just like we did with side-effects. Thus output really presents the same intertask
synchronization problem as with other side-effects.

7.4 Solutions

In this section we consider solutions to the problems exemplified by the synchronization
mechanisms in the previous section. First we briefly discuss non-preemptable regions for
simple mutual exclusion synchronization. Then we discuss at some length a sponsor-based,
dynamic approach in the context of our touching model for precedence constraint and more
complex mutual exclusion synchronization.

7.4.1 Non-preemptable regions

We obtain non-preemption by promoting a task to mandatory status temporarily. The
primitives promote-task and demote-task cause the executing task task to enter and exit
a non-preemption region respectively. While these primitives suffice for many applicatione
— such as guaranteeing non-preemptable output, they are insufficient for serializers. For
spin-locks and semaphores, we only want to promote a task once it has entered the critical
region. This requires new constructs. For spin-locks we introduce a pair of new primitives:
rplacz-eq-mand (z = a or d). These primitives are styled after the rplacz-eq primitives of
Multilisp. Like (rplacz-eq a b ¢), (rplacz-eq-mand a b c) indivisibly tests if the czr
of a is eq to c and if so, replaces the czr of a by b and returns a, and otherwise returns
nil. However, these new primitives also indivisibly promote the current task to mandatory




ot

7.4. SOLUTIONS R

33 initialize lock
(daZine a-lock (cons nil nil))

;i evaluate thunk while holding a-lock
{(define {(with-lock thunk)
{32 (rplaca-eq-mand a-lock '#t nil)
12 4% car ¢f a-lock is nil, atomically replace it by ’'#t
;: and pros~te the task to mand
{begin
(thunk)
(rplaca a-lock nil) ; clear lock
(demote-task))
(efih-~lock thwnk)))

Figure 7.10: Non.preemptable spin-lock

status if the eq test .8 non-nil. Thus the problem with spin-locks in Section 7.3.1 may nowv
be solved as shown in Figure 7.10.

Semaphcr:3 — at least semaphores obeying just Properties 1 and 2 — can be built from
rplacz-eq-mand and other primitives.

7.4.2 Sponsors

To solve the relevance problem of side-effect synchronization efficiently — i.e. obeying, but
not over-achieving, Properties 1 and 2 — we need to be able to transmit the demand of a
task awaiting some event to the task(s) responsible for further progress (or lack thereof).
Sometimes this involves demanding a single task, but many times the context does not
uniquely identify a single task — there may be a collection of tasks, any one of which may
be the one that actually does the synchronization. Since we do not know which task in such
instances, we have to conceptually demand all the tasks in the collection.

We use class sponsors to solve the relevance problem. Class sponsors allow us to tem-
porarily sponsor a task or a collection of tasks, thus transmitting demand, without touching
~— 1.e. blocking on — the tasks. The following sections demonstrate how to solve the rel-
evance problems in the previous synchronization examples with sponsors in the context of
our touching model.

7.4.3 Placeholders

To solve the problems with placeholders, we need the tasks blocked on a placeholder to
sponsor a defined class of potential determiner tasks. This is the reason for the optional
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(define determiners (make-class ’all)) ; or (make-class ’pquene) D {
(define first (cons O nil)) ; initialize lock

i1 create synchronization placeholder
(define first-solution (make-iuture determiners)) 1 2

;: attempt to solve the given problem
(deZine (solve problem)
1ot ((a-solution (work-on-problem problem)))
(12 (solution? a-solution) ; was a solution found?

(i1 (rplaca-eq-mand first 1 0) ¢ 3
1+ if first, determine placeholder to solution
(begin
(determine-future first-solution a-solution)
(demote-task)))))) i 4

;: attempt to solve all problems simultaneously
(define (find-first-solution problems)
(mapcar (lambda (probd)
(add-to-class (future (solve prob)) determiners)) i 6
prodblems) ; fork solvers

first-solution) ; return first solution
Figure 7.11: Solution to multiple potential determiners problem

class argument to make-future in Section 6.2. Figure 7.11 shows how to solve the multiple
potential determiners problem in Section 7.3.2 with classes.

The line numbers indicate lines with changes from Figure 7.5. Line 1 creates a jass for
all the potential determiners. Line 2 creates a placeholder which sponsors these potential
determiners. Thus any task blocked on this placeholder sponsors the potential determiners
and thereby propagates the demand for the placeholder result to the potential determin-
crs. Line 5 creates and adds each problem solver to the potential determiners class. The
atomically entered non-preemptable region defined by lines 3 and 4 prevents the “winning”
task from being stayed in the exclusive region before it determines the piaceholder. This
non-preemptable region is not necessary if the class sponsors every member of the potential
determiners class (e.g. if the class type is a11). In this case, the winning task — whichever
one it is — will always be sponsored by the tasks waiting on the placeholder and thus can
not be stayed. However, this non-preemptable region is necessary if the class sponsors only
some of the potential determiners (such as e.g. with class type pqueue). In this case, the
winning task may be one of the tasks not sponsored by the class and would cause deadlock
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if stayed in the exclusive region.

The single determiner problem in Figure 7.3 is trivial to solve in a likewise manner.

7.4.4 Semaphores

To solve the problems with semaphores, we need to be able to define classes of potential
signallers, like the potential determiners with placeholders, and sponsor these classes by the
tasks waiting for semaphores. Unlike with placeholders though, we also need some way for
a task to transit through different classes as it enters and exits critical regions. We also
want to admit waiting tasks to critical regions in priority order of the tasks. We introduce
the following constructs. (Some of these are modifications of the constructs in Section 1.4.)

(make-sema &optional clasa(count 1)) creates and returns a semaphore object which consists
of a count of the tasks which may still enter the critical region, a priority queue for tasks
waiting to enter the critical region, and a class for waiting tasks to sponsor, which we call
the sema class. The count field is initialized to count, or 1 if count is omitted. If count is
initialized to 1, the semaphore is a binary semaphore; otherwise it is a general semaphore.
The maximum priority task in the priority queue sponsors the sema class. The sema class
is initialized to class (or nil if class is omitted) and is accessible via the construct

(get-sema-class sema) and may be set via
(set-sema-class sema class).

Thus, the class that waiting tasks sponsor may change dynamically. We show the
advantages of this feature later. A waiting task may sponsor several classes by defining the
sema class to be a class of classes.

(wait-sema sema &optional cr-thunk) is a standard semaphore wait operation augmented
with a “critical region thunk”. If present, the optional argument cr-thunk should be a
procedure ¢f zero arguments (otherwise an error will occur). The task executing wait-sema
tests the count associated with sema and, if nonzero, decrements the count and promotes
itself to mandatory status. Otherwise, the task enqueues itself in the priority queue of
waiters fcr sema and suspends. The test and these subsequent actions (either decrement
and promote or enqueue) occur indivisibly. If the count was nonzero, the task applies cr-
thunk (if present), demotes itself to its proper status, and finally returns from wait-sema.
Thus cr-thunk execules as a mandatory task. This enables cr-thunk to perform critical
operations, such as adding the task to the sema class of sema, without danger of being
stayed.

(signal-sema sema &optional cr-thunk) is a standard semaphore signal operation aug-
mented with a “critical region thunk” like in wait-sema. If cr-thunk is present, the task
executing signal-sema promotes itself to mandatory status, applies the zero argument pro-
cedure cr-thunk, signals the semaphore sema (as described shortly), and then demotes itself.
Thus ¢r-thunk can perform critical operations without danger of being stayed o: preempted
until the semaphore is released. With the optional argument cr-thunk, signal-sema is
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syntactic sugar for

(promote-task)
(cr-thunk)
(signal-sema sema)
(demote-task)

If er-thunk is omitted, the task executing signal-sema signals sema as follows. If the count
associated with sema is zero, the task dequeues the maximum priority (suspended) task
from the priority queue of waiters for sema, promotes this task to mandatory status, and
resumes it. Otherwise, the executing task increments count, The test and subsequent action
in either case occur indivisibly. '

Finally, we introduce two convenient macros for entering and exiting classes.
(enter-class class) adds the evaluating task to the given class.
(exit-class class) removes the evaluating task from the given class.

These two macros expand to (add-to-class (my-future) class) and
(remove-from-class (my-future) class) respectively. (my-future) returns the future ob-
ject of the executing task.

The basic idea with these constructs is two-fold. The first part is to always ensure that
any task in a “critical region” is a member of some class. The second part is ¢ ensure
that the tasks blocked on a semaphore sponsor the appropriate class of tasks responsible
for releasing the semaphore.

The first part involves, in general, defining a set of classes for tasks and the transitions
between these classes. That is. ., task’s trajectory through a semaphore system (such as in
the examples given in Section 7.3.3) transits between various classes, The classes can be
defined using the make-class construct and the class transitions can b defined using the
add-to-class/enter-class, and remove-from-class/exit-class coustructs.

The second part involves defining at each point in time the appropriate class that the
tasks blocked on a semaphore should sponsor. This “semaphore sponsor class® (a k.a. sema
class) is defined initially by the argument to the makn-sema construct and thereafter may
be changed using the set-sema~class construct. Thus, in a sense, a semaphore may also
transit between classes. A more correct view is that a sponsor “indirection cell” transits
between classes (with set-sema-class defining the transitions).

These two principles allow us to achieve Property 2 and hence also Property 1, as we
will demonstrate shortly for our examples of Section 7.3.

A second basic idea with these new constructs is the priority access order to critical
regions, implemented by the priority queue mechanism for tasks blocked on a semaphore.
This priority queue mechanism allows us to finally achieve Property 3.

We now demonstrate solutions, using our new constructs, to the problems with the




7.4, SOLUTIONS 131

examples in Section 7.3, These examples should help the reader understand the principles
described above.

Simple Mutual Exclusion —- serializers
The problems with simple semaphove serializers are solved straight{orwardly:

(wvait-sena sema (lambda () (enter-class cr-class)))
some action

(signal-seza sema)

(exit-class cr-class)

where cr-claas is initialized by (nake-class 'all) and sex=a is initialized by
(nake-sema cr-class n) (n= 1 fer a binary semaphore).

Each task enters and exits cr-clasas as it enters and exits the mutual exclusion region
respectively. The maximum priority task waiting to enter the mutual exclusion region
sponsors the task(s) in the mutual exclusion region via its membership in cx-class. This
guarantees Property 1 and 2. wait-sema maintains a priority queus of tasks waiting to
enter the mutual exclusion region and admits them in priority order, thus guarantecing
Property 3.

Obviously, we can easily define an interface that hides the notion of classes from the
user in this case. The following is one possibility.

(define (make-serializer)
(let* ((mutex-class (make-class 'all))
(sema (make-sema mutex-class)))
(lambda (thunk)

(wvait-gema sema (lambda () (enter-cluss mutex-class)))
(thunk)
(signal-sema sema)
(exit-class mutex-class))))

This makes and returns a “serializer” procedure which tekes an argument thunk and eval-
uates the thunk in a mutual exclusion vegion as shown below.

(define serialize (make-serializer))
(serialize (lambda () ; evaluate serialized-code in
serialized-code) ) ; mutual exclusion region
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The readers and writers problem

This problem may now be solved as shown in Figure 7.12. The main idea is to have two
classes: one for the readers or writer in the read/write critical region (i.e. with access to
the shared object) — we call this the accessor-class — snd cue for the mutual exclusion
region of the readcount serializer — we call this the mutex-class. Any {.sks blocked
awaiting access to the critical region sponsor the readers or writer in the critical region. Any
readers blocked awaiting entry to the xeadcount mutual exclusion region sponsor the task in
that region. These sponsorships guarantee Properties 1 and 2. The semaphores admit tasks
to the critical and mutual exclusion regions in priority order and thus guarantee Property
3. This solution does not, however, guarantee this priority access order to the critical region
across readers and writers.

We now give a line by line description of Figure 7,12, Readers blocked on the mutex
semaphore region in line 1 sponsor mutex-class.! As a reader enters this mutex mutual
exclusion region in line 1, line 2 adds the reader to mutex-class. If this reader is the first in
a rcad epoch, it Lests the wrt semaphore in line 4 for entry to the read/write critical region.
If successful, linc 5 adds the reader to accessor-class. If unsuccessful, the reader blocks
on the wrt semaphore and sponsors accessor-class via the sema class of wrt. In this
case, note that any readers blocked on mutex (in lines 1 or 9) sponsor this reader, which
in turn sponsors accessor-class. This transitivity ensures that the maximum-priority
reader always sponsors accessor-class. If the readex is not the first in a read epoch, line
6 simply ad”s it to accessor-class. Finally, the reader exits the mutex mutual exclusion
region and mutex-class in lines 7 and 8 respectively. The reader, now in the read/write
critical region, remains in accessor-class.

\When we sponsor tasks in accessor-clasg, we are careful to only sponsor the maximum-
priority task in this class (by virtue of the pqueue class type). This ensures that .the
relative order of readers established by their priorities in line 1 is not subverted when
accessor-class is sponsored. (Note that there is never more than one writer in
accessor-class, except possibly momentarily after a writer exits the critical region in line
18 but before it exits accessor-class in line 19.) For example, if accessor-class had
class type all, all the readers between lines 8 and 9 could have the same priority (from a
high priority writer blocked on wrt) and thas readers would gain access to the second mutex
mutual exclusion region in FCFS order rather than in the order of their original priorities.

The exit of readers from the read/write critical region is straightforward. Readers
blocked on mutex in line 9 again sponsor mutex-class. Readers finally exit accessor-class
in line 14. This exit must follow line 12 to ensure that a waiting writer sponsors the last
rcader in a read epoch until the reader releases wrt.

Writers blocked on wrt in line 16 sponsor accessor-class. Lines 18 and 19 are straight-
forward.

‘When we say that the waiting tasks blocked on a semaphore sponsor a class, we mean that the maximum.
priority waiter task sponsora the class.
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Initialization

(define accessor-claas (make-class 'pqueue))
(define wrt (make-sema accessor-class))
(define mutex-class (make-claas 'all))
(define mutex (make-sema mutex-class))
(define xeadcount 0)

Reader

(wait-sema mutex
(lambda () (enter-cluss mutex-class)))
(incri readcount)
(if (= readcount 1)
(wait-senn wrt
(Qambda ()
{enter-class accessor-class)))
(enter-class accessor-class))
(signal-sema xutex)
{exit-class mutex-class)
read operation
(wait-sema mutex
(lambda () (entexr-class mutex-class)))

(decrt readcount) i (1)
(if (= rexdcount 0)

(signal-sema wrt)) i (12)
(signal-sema mutex) ; (13)
{exit-cluss accessor-class) i (14)
(exit-class mutex-class) ; (15)

Writer
(wait-sema wrt ; (16)
(lambda ()
(entexr-class accessor-class))) i (17)
write operation
(signal-sema wrt) ; (18)
(exit-class accessor-class) ; (19)

Figure 7.12: A better solution to the readers and writers problem
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(define (make-xw-smexializer)

(lets ((accessor-class (make-class ‘pqueue))
(wxt (make-mema accessor-class))
(sexialize (make-serialixer))

(xeadcount 0))
{cons
(lambda (read-thunk)
(serialize
(Lambda ()
{incrl readcount)
(if (= readcount 1)
(wait-semn wrt
(lambda ()
(enter-class accesusor-class)))
(enter-class accessor-class))))
(read-thunk)
(sexialixe
(Laxbda ()
(decrl xeadcount)
(if (= xeadcount 0)
(signal-sema wrt))
(exit-class accessor-class))))
(lambda (wrt-thunk)
(vait-sema wxt
(lambda ()
(entex-class accessor-class)))
(wrt-ttunk)
(signal-sema wxt)
(exit-class accessor-class)))))

Figare 7.13: A user interface for the readers and writers problem

Note the two parts of this solution as described earlier. We defined a set of classes
— accessor-class and mutex-class — 8o that each task in a critical/exclusion region
is in one or more classes and we defined transitions between these classes to match the
trajectory of tasks through the semaphore systemn. Then we ensured that the tasks blocked
on a semaphore always sponsor the class of tasks responsible for releasing the semaphoere.

The use of mutex and mutex-class in Figure 7.12 mirrors in every way the previous
serializer example, and thus we could use the nake-serializer abstraction here.

As before, we can casily define an interface that hides the notion of classes from the
user. Figure 7.13 shows one possibility which incorporates our earlier make-serializer
abstraction. make~rw-serializer makes and returns a pair consisting of a reader serializer
and a writer serializer. Each of these serializers takes an argument thunk to evaluate in the
read/write critical region. The following example illustrates their use.
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) Initialize:
(define rw-serializer (make-rw-serializer))
(define reader (car rw-serializer))
(detine writer (cdr rw-serializer))

Readers: | Writers:
i perform a read: i perform a write:
(reader (lambda () read-operation)) | (writer (lambda () wrile-operation))

The producer-consumer problem

This problem may now be solved as shown in Figure 7.14. This solution consists of four
classes: empty-class for the producers between (wait-sema empty) and (signal-sema full);
full-class for the consumers between (wait-sema full) and (signal-sema empty);
ext-producer-class for all the potential producers external to the critical regions; and
ext-consumex~class for all the potential consumers external to the critical regions. We
use the make-sexializer abstraction defined carlier to ensure proper sponsorship of tasks

in the mutual exclusion region and priority access to this region. Producars originate in
ext-producer-class, transit to empty-class (lines 2 and 3), pass through the serializer
while still in empty-class, and exit empty-class (line 12). Similarly, consumers originate

in ext-consumer-class, transit to full-class (lines 14 and 15), pass through the serial-
izer while still in 2ull-class, and exit full-class (line 24). If producers and/or consumers
continually cycle producing and consuming, respectively, (enter-class ext-producer-class)
and (enter-class ext-consumer-class) should follow lines 12 and 24 respectively.

The idea, sponsorship-wise, is as suggested in Section 7.3.3. Producers blocked on expty
sponsor full-class if there are one or more consumers in that class and ext-consumer-class
otherwise. We implement this by updating the sema class of empty in lines 17 and 23.
The counter num-full-cl tracks the number of consumers in full-class. The binary
semaphore full-cl-sema ensures atomic updating and testing of this counter. Note that
we do not need classes for this semaphore since it always exccutes as a mandatory task in
the cr-thunk region. Likewise, consumers blocked on full sponsor empty-class if there are
one or more producers in that class and ext-producer-class otherwise. We implement
this by updating the sema class of £ull in lines 5 and 11 under the control of the counter
emp-num-cl, which is guarded by the binary semaphore emp-cl-sema. The ability to mod-
ify the sema class of a semaphore is essential here since the class responsible for releasing
a semaphore may change with time. In essence, the sema class is an indirection cell for
sponsorship.

enpty-class and full-class have class type pqueue so that we do not disrupt the
priority ordering of tasks in these classes. To make progress we only need to sponsor a task
in each of these classes, not all the tasks. ext-producer-class and ext-consumer-class
have class type all because we neither know nor can predict (in general) which task in these




136 CHAPTER 7. SIDE-EFFECTS

respective classes will produce or consume. As with the multiple potential determiners
problem in Section 7.3.2, we could also use a controller sponsor with some other other
sponsorship policy. With class type all {or these classes, the order in which producers, for
instance, blocked on empty enter empty-class may not be in accordance with their original
priorities. In this case, this deficiency is not very important since there can be multiple
tasks in the empty-class anyway.

The above solution, with its classes and two additional semaphores (we could also use
locks), is rather expensive. A tempting cheaper solution is to promote producer and con-
sumer tasks to mandatory status for the duration of the general semaphore critical regions.
However, this cheaper solution is deficient: deadlock can occur if all the external producers
(or external consumers) are stayed. Thus we nced the external producer and consumer
classes and some way to sponsor them, and thus we also need the counter variables and
their guards. (However, we could use something like a fetch-and-add primitive to test and
update the counter variables, thercby avoiding semaphores.) Finally, if tasks sponsoring
the external classes have mandatory status, all the tasks in these external classes will be
sponsored, unnecessarily, at the maximum priority.

The simulation of monitors

This problem may now be solved as shown in Figure 7.15. This solution has a class
ronitor-class for the task in the monitor mutual exclusion region and two classes for
every condition c: c-class for all the tasks outside the mutual exclusion region waiting
for condition ¢ and c~producer for all the potential signallers of condition ¢ outside the
mutual exclusion region. The solution closely follows the diagram in Figure 7.9. On entry
to the monitor via a procedure call, a task transits from all possible c-producer classes
(line 2) to monitor-class (line 5). On performing a (cwait c), a task transits from
monitor-class (line 13) to c-class (line 10) to await the appropriate csignal. (The
overlap of monitor-class and c-class in lines 10 and 13 ensures that a task does not
“drop” through a crack between these classes and fail to be sponsored.) When a task per-

Initialization
(define ext-producer-class (make-class ‘all)) ; external producer class
(define ext-consumer-class (make-class 'all)) ; external consumer class

(define empty-class (make-class ‘pqueue))

(dzfine full-<lass (make-class 'pqueue))

(define expty (make-sema ext-consumer-class N)) ; buffer size is N
{define full (make-sema ext-producer-class 0))

(define serialize (make-serializer))

(define num-emp-cl 0) ; #F in empty class

(define emp-cl-sema (make-sema)) ; semaphore for num-emp-cl
(define num-full-cl 0) ; 7 in full class

(define full-cl-sema (make-sema)) ; semaphore for num-full-cl

Figure 7.14: A better solution to the producer-consumer problem {continues on next page)
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All potential producers

137

(entex-class ext-producer-class)

All potential consumers

; all potential producers

(enter-class ext-consumer-class)

; all potential consumers

(vait-sema empty
(Qambdx ()

(exit-class ext-producer-class)
(entex-class empty-class)
(wait-gemn emp-cl-sema)
(if (= num-emp-cl 0)
(set-sema-class full empty-class))
(incri num-emp-cl)
(signal-sema emp-cl-sems)))
(sarialize (lambdax () add to buffer })

(pignal-sema
full
(lambda ()

(wait-sema emp-~cl-mema)

(decri num-emp-cl)

(if (= num-emp-cl 0)
(set-sema-class full ext-producex-class))
(signal-sema emp-cl-sema)))

(exit-class empty-class)

Consumer

; (1) wait fer an empty slot

i (2)
g (3)

)

; (4) empty-class was empty
i (5)

i ()

; (7) indivisibly add an item
; (8) indicate a full slot

i(9)

; (10) empty-class now empty
i (11)

i (12)

(wvait-sema full
(lambda ()

(exit-class ext-consumer-class)

(enter-class full-class)

(wait-sema full-cl-sema)

(if (= num-full-cl 0)

(set-sema-class empty full-clasa))

(incrl num-full-cl)

(signal-sema full-cl-sema)))
(serialize {lambda () delete from buffer })

(signal-sema

empty
(lambda ()

(wait-sema full-cl-sema)

(decri num-full-cl)

(if (= num-full-cl 0)
(set-sema-class empty ext-consumer-class))
(signal-sema-class full-cl-sema)))

(exit-class full-class)

Figure 7.14 continued

; (18) wait for a full slot

i (14)
i (18)

; (16) full-class was empty

i (17)

; (18)

; (19) indivisibly delete an item
; (20) indicate an empty slot:

i (21)

; (22) full-class now empty

i (23)

; (24)
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forms a csignal, it exits monitor-class (line 24) after first allowing a task waiting for this
signal, if any, to enter the mutual exclusion region (lines 21 and 14) and »onitox-class (line
18). Finally, on exit from the monitor via procedure return, a task exits the monitox-class
(line 8).

Sponsorship works as described in Section 7.3.3. Tasks blocked on & sponsor monitor-class
if it contains a task and the most recently signzlled c~class otherwise, We implement this
by updating the sema class ind’rection cell for & in lines 3 and 16 when a task enters
monitor-class, in line 11 when a task transits from zonitor-class to c-class (for & spe-
cific condition c), and in line 22 when a task exits monitor-class (for a specific condition
c). Tasks blocked on csea sponsor monitor-class if it contains a task and c-producer
otherwise (to get a task to do (csignal c)). We implement this by updating the sema
class for csem in (1) line 4 (for every condition c) when a task enters monitoxr-class, (2)
line 11 when a task exits monitor-class, (3) line 17 when a task enters monitox-class
due to signalling condition ¢, and (4) line 6 for every condition c with non-empty ¢-class
when a task exits monitor-class. It is not necessary to update the sema class for csen
in the cr-thunk of line 22 since the signalling of csen in line 21 will awaken another task
which will immediately update the sema class in line 17. Note that lines 2, 4, and 6 are
duplicated appropriately for each condition c. Thus this solution is awkward for a large
number of conditions c.

Finally, c-class and c-producer (for every condition c) should have class type pqueue
so that we do not disrupt the priority ordering of tasks in these classes. The class type of
monitor-class is unimportant since it contains at most one task.

Semaphore Wrap-up

These last three examples clearly demonstrate the need for semaphore operations like the
version of wait-sema and signal-sema and like set-sema-claes that we suggested. {We
have not implemented these operations.) We need the flexibility to have tasks transit
between classes and we need the ability to modify the class a semaphore’s waiters sponsor
since the class responsible for releasing the semaphore may change with time. This last
point is illustrated dramatically by the monitor example wherein one such class is outside
any region guarded by semaphores.

The solutions we presented with these operations have two drawbacks. First, these
solutions are complicated and expensive. The need for proper class membership and spon-
sor distribution adds much overhead. Furthermore, many unnecessary priority changes
can result from overlapping classes, leading to inefficiency. Second, these solutions lack
modularity. They cannot be nested. Class membership of any descendants must be han-
dled explicitly. Nevertheless, our solutions illustrate the expressive power of our sponsor
approach.
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Monitor _ Simulation
procedure entry | (wait-sema = T ; (1)
(lanbda) ()

(exit-class c-producer) ; (2)

(set-zema-class s monitox-class) i (3)

(set-seza-class csem monitor-class) ; (4)

(entex-class monitor-class))) ; (5)

procedure exit | (if (> ccount 0) (vet-seaa-claas csem c-producer)) ;(6)
(signal-seza s) 1 (7)

(exit-class monitor-class) i (8)

procedure raturn

For every condition c:

(cvait c) (incri ccount) i (9)
(entex-claos c-class) i (10)
(set-sema-clags csen c-producer) ; (11)
(signal-sena s) i (12)
{exit-clans monitor-class) ; (13)
(vait-mema csem i (14)

(lazbda) () i (15)
(set-sema-class s monitor-class) ; {16)
(set-sema-class csem monitor-class) ; (17)
(enter-class mcnitor-class))) ; (18)

(exit-class c-class) ; (19)
(decxi ccount) ; (20)

(csignal c) (if (> ccount 0)

(signal-sema csen i (21)
(lambda ()

(set-memz-class s c-class))) ; (22)

(signal-sema s)) i (28)

(exit-class monitor-class) ; (24)

procedure return

Figure 7.15: Better solution for simulating a monitor with binary semaphores
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7.5 Summary

Side-cffects provide a means for intertask synchronization. With speculative computation
this means that tasks may be relevant for the side-cffects that they may perform. The prob-
lem is to ensure this relevance (Property 1) and, more generally, ensure demand transitivity
(Property 2). We also desire priority access to critical regions (Property 3).

We presented solutions to these problems {or three common synchronization mechanisms
with side-effects: spin-locks, placcholders, and semaphores. For concreteness we presented
these solutions in the context of our touching model. One can easily generalize these
solutions to the general sponsor model.

These solutions yicld a spectrum of synchronization techniques. The appropriate syn-
chronizaticn technique depends on the complexity of the required synchronization, the cost
of the synchronization mechanism, the duration a task spends in critical regions, and the
degree with which we desire to meet Properties 2 and 3. For very cheap synchronization, we
can use simple spin-locks and non-preemptable regions. In doing so, we over-achieve Prop-
erty 2 and abandon Property 3. For intermediate cost, we can use the delay device which
has the overhead of blocking to satisfy Property 2 but no priority queue to satisfy Property
3. The delay device is, of course, limited in its applicability, To meet both Property 2 and
Property 3 we need both blocking and priority queues, which are expensive.




Chapter 8

Applications

In this chapier we consider several applications which exploit apeculative computation in
various wayr. These applications illustrate the issues with speculative computation, demon-
strate our approach to speculative computation with our touching model, and provide ex-
amples of the language features of our touching model. All the execution times listed in this
chapter were obtained running the specified application with cur modified version of the
Multilisp byte-code interpreter (see Chapter 10) on either the Concert Multiprocessor, a 32
processor Motorola 68000 based machine [Hals86a), or the Encore Multimax, a 16 processor
National 32332 based machine. Each processing element of Concert is about 0.5 to 1 MIPS
and cach processing element of the Multimax is about 1.5 to 2 MIPS, or approximately
two to three times as fast as that on Concert (depending on the application). Concert
failed during the final stages of data collection so the Concert data is not as complete as
we desired. (Six measurements are missing in Table 8.12.) Since the Multimax was more
convenient to use than Concert, we used the Multimax whenever the number of processors
was not important to the point we were making. In fact, in the two applications for which
we used the Multimax, we only used 8 of its 16 processors.

8.1 Por and Pand

In this section we consider parallel or and and, which we call por and pand respectively.
These two nondeterministic operators represent perhaps the most important potential appli-
cation of speculative computation begause of the ubiquity of or and and. Their implemen-
tation raises a number of issues central to nondeterministic and multi-approach speculative
computation, both in general and in the touching model.

We gave informal semantics for por and pand in Section 1.2.1. See Appendix B for
precise semantics. For now we assume por and pand to be syntactic constructs, i.e. macros.
Since por is strictly more powerful than pand with our definitions, we concentrate on por
in the following sections.
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8.1.1 Requirements

Our objective is a version of por which returns the result in minimum time, We assume
that cafficient computational resources are available so that we can potentially trade these
resources for reduced average execution time. That is, we assume an environment conducive
to speculative use of resources. Since there may be other activities competing for these re-
sources, a second objective is to avoid wasting resources. In this context, an implementation
of por has five requirements:

1. Initialization — create a task to evaluate each disjunct E;t
2. Race officiating — return the first true value
3. Termination detection = return nil if all E; evaluate to nil

4. Computation reclamation — abort any remaining (uscless) tasks after the first true
value is returned

5. Task scheduling — schedule the allocztion of the available resources to the disjunct
tasks and their descendants to minimize the expected time for por to return a result

This fifth requirement is very general — and difficult. We study this requirement in
Chapter 9. For this chapter we satisfly ourselves with a simpler and more practical version
of this requirement:

5. Evaluate the disjuncts E; as concurrently as possible, but in the specified order if
processing resources are limited. Unless given explicitly by priorities, the specified
order of evaluation is the left-to-right order of disjuncts in por (i.e. FCFS order with
respect to the indices ).

Thus, as available resources decrease, por should reduce gracefully to the semantics of
scquential or. This allows users to arrange the arder of the E; for minimal execution time
with limited resources. Of course, we have no way to enforce this order once we spawn
the disjunct tasks since the tasks could block. Even task priorities do not guarantee such
an ordering, since a task could still block; priorities only make the ordering mors likely.
Therefore, we will consider requirement 5 as pertaining to the order in which we spawn
disjunct tasks.

8.1.2 Mandatory por

If we ignore requirement 4, we can implement por using conventional mandatory tasks
as shown in Figure 8.1. (Note that this implementation is an extension of the multiple

!This may not always be the optimum policy: creating a task for each disjunct may Increase the execution
time if there are insufficient processors available., We ignore this problem for now.
IThe evaluation order of disjuncts with the same explicit priorities is also left-to-right.
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poteatial determiners example of Figure 7.5.) For simplicity we show pox implemented as
a functior. (We rewrite (pox E; Ez ... En) to

(por-function (1ist (lanbda () Ey) (1ambda () Ez) ... (anbda () En)))

by macro-expansion. For simplicity we refer to por-function as por. The ambiguity
between por 25 a macro and & function will be resolved by context.)

Before explaining the implementation in detail we give a quick overview. The implemen-
tation creates a placcholder for the resulc and a task to evaluate each thunk in the argument
list. Each task performs race officiating and termination detection. If the thunk evaluates
to & true value and it is the first thunk to do so, the task determines the result placeholder
to true. If the thunk evaluates to nil and all the other thunks have already done so, the task
determines the result placeholder to nil. We perform this distributed termination detection
by counting the total number of thunks and the number of thunks that have evaluated to
nil so far. For n thunks we have n - 1 tasks: a parent task spawns n child tasks, one for
each thunk, and then awaits the result. This allows the parent to continue as soon as a
result is found, regardless of which task finds it.

Now we explain the implementation in detail. Line 1 initializes a lock cell. Its car is used
for race officiating synchronization. Initially the cax is the symbol #no-result# to signify
that no thunk has yet evaluated to true. The cdr of the lock cell is used for termination
detection. Initially it is a placeholder for the number of thunks. If we knew this number,
as we would with the macro version of por, we would not need this placeholder. We will
know the number of thunks after we create a task for cach one. Until then, the placeholder
serves as a convenient synchronization mechanism which allows tasks to proceed until they
actually need the total number of thunks. Line 2 initializes the result placcholder. Line 13
creates a task to spawn the thunk evaluators so that the result may be re.urned in’line 14
without waiting for any of the spawned tasks.

Tha procedurs apawn-tanks creates a task for each thunk and maintains a count of the
number of thunks. Line 3 determines the thunk number placeholder to the total number
of thunks. Line 6 evaluates a thunk. If the thunk evaluates to true, we perform the race
officiating in line 7. The rplaca-eq in this line indivisibly compares the car of the lock cell
with the symbol *no-result# and if eq, replaces the car with the symbol *result* and
returns true. Otherwise, the rplaca-eq returns nil. That is, we atomically check if this is
the first task to get to this point with a true thunk and update the car of the lock cell if so.
If the rplaca-eq returns true, indicating the task was indeed first, we determine the result
placeholder to the thunk result in line 8. If on the other hand, the thunk evaluates to nil, we
perform the termination detection on line 10. First, though, we perform the optimization
on line 9: we only proceed to termination detection if no task has yet returned true.

The procedure tern-detect performs termination detection. Line 11 attempts to indi-
visibly decrement the thunk count in the cdr of the lock cell. If the count is decremented

3In practice we would implement the macro version directly rather than call a helper function,




(let ((Qock (cons 'sno-result* (make-future)))
(result (make-future))) 1 2

-e
 d

(detine (spawn-tasks thunk-lst n)
(12 (null thunk-lst)
(determine-tuture (cdr lock) n) : 3
(begin
(future (eval-thunk (car thunk-1st))) :
(spawn-tasks (cdr thunk-1st) (+ n 1))))) I

-3

(define (eval-thunk thunk)
(let ((v (thunk))) i 6
(if v
(12 (rplaca-eq lock 'sresult* 'sno-result#)
(detexrmine-future result v))
(i1 (eq (car lock) ’#*no-results)
(term-detect (cdr lock))))))

*s o8 er =

(define (term-detect n)
(i1 (rplacd-eq lock (- n 1) n) 11
(if (= n 1)
(determine-future result nil)) 112
(tern-detect (cdr lock))))

(dfuture {spam-tasks thunk-list 0)) ;13
result)) 114

Figure 8.1: por implemented with mandatory tasks

For simplicity, we assume the argument thunk-list is non-null.
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and the count was one — thus all thunks have evaluated to nil — line 12 determines the
result placcholder to nil. If the count was not decremented, we call tern-detect to try
once again.

The futures in Figure 8.1 require an explanation. The dfuture (see Section 1.4) in line
13 removes task creation and thunk evaluation from the critical path of returning a result,
thus meeting the overall objective (return the result in the minimum time). It must be
dfuture rather than futurs to avoid queueing the parent continuation (line 14) until tae
call to spawn-tasks returns if there are insufficient processors available. The futuxe in line
4 creates a task to evaluate each thunk until either exhausting thunk-1st or running out of
processors. In the latter case, the parent continuation (line 5) is queued (see Section 1.4.2 on
scheduling future and dfuture) and no more tasks are created until a free processor grabs
this continuation from the quoue. This ensures the left-to-right spawn order of disjunct
tasks for requirement 5.

The overhead in this implementation of pox is fairly high, but then the requirements on
por are fairly complex. Any significant reduction in overhead (other than optimizing for a
one-clement argument list) requires implementation support from the Lisp system.?

8.1.3 Speculative por: version 1

In this section we address requirement 4: we consider a version of por which includes
computation reclamation, as well as meeting the other four requirements. Thus this version
employs speculative tasks so they may be stayed. Figure 8.2 shows this version. The line
numbers indicate the lines which differ from the mandatory por version.

nake-group in line 3 creates a speculative task, with priority *pris, to spawn the thunk
evaluators. Line 1 creates a speculative task to evaluate each thunk with priority -*pris.
Unless it is desired to evaluate a thunk with a priority other than »pris, the spec-future
in this line could just as well be a future since the children of speculative tasks inherit the
priority of their parent unless otherwise indicated. make-group returns a group object which
uniquely names the tree of speculative tasks consisting of the make-group task, the disjunct
tasks, and all their descendants (unless they are touched from outside por by mandatory
tasks). However, this group object is ignored here;® instead, we call make-group for its
effect.

Line 2 stays the group after we have detected the first true-valued thunk and returned
the result. This stays all the tasks in that group and any descendant groups created as the
result of disjunct evaluation, i.e. stays all the activity that por created (except if that activity
is presently sponsored by some activity outside the por). This is exactly the behavior we
desire from por in most cases.

Sometimes, though, we might like to allow the children of the first true thunk to continue

Note, for instance, that we do not need future objects in lines 4 and 13, only the ability to create a task.
$We cannot rely on the group object returned here since a group descendant may require the group object
(in line 2) before the xake-group continuation receives and binds the group object.
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(detine (por thunk-list)
(let ((lock (cons ’*no-resulte (make-futures)))
(result (make-future)))

(detine (spawn-tasks thunk-lst n)
(it (null thunk-1st)
(determine-future (cdr lock) n)
(begin
(spec-future (eval-thunk (car thunk-1last)) *pris) s 1
(spawn-tasks (cdr thunk-1st) (+ n 1)))))

(detine (eval-thunk thunk)
(let ((v (thunk)))

(it v
(i (rplaca-eq lock 'sresult* ’'sno-results)
(begin
(determine-future result v)
(stay-group (group-id (my-group-obj))))) i 2

(12 (eq (car lock) ’'*no-resultx)
(term-detect (cdr lock))))))

(define (term-detect n)
(i2 (rplacd-eq lock (- n 1) n)
(i (= n 1)
(determine-future result nil))
(tera-detect (cdr lock))))

(make-group (spawn-tasks hunk-list 0) #pri*) K
result))

Figure 8.2: por implemented with speculative tasks; version 1

For simplicity, we assume the argument thunk-list is non-null.
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after por returns, i.e. we might want to return a partial resuit as the value of a thunk. We
can solve the partial result problem in this case by evaluating each thunk within a separate
group and staying all the groups other than the one corresponding to the first true thunk.
This is not a very satisfactory solution, though, for two reasons. First, the maintenance of
the group list can be awkward. Second, we cannot continue just some of the descendants

{ the first true thunk and not others. Recall that our touching model curreutly has no
specific mechanism for partial results (see Section 6.3).

The scheduling of tasks works as we desire provided the task invoking por has priority
greater than or equal to »pri#, In this case the task created by make-group in line 3
defers to the parent task if there are not enough processors since this task’s priority is not
greater than the par ‘s priority. The speculative tasks created by spawn-tasks each
have the same pri ..., +prix and thus they are processed in FIFO ordur behind the parent
and make-group tasks if there are insufficient processors. (As described in Section 10.2
speculative tasks with the same priority are queued in FIFO order.)

This version of por has two major problems:

1. Deadlock

If the por is stayed — as a result of being embedded in a larger speculative compu-
tation which is stayed — and then restarted when another task tcuches it, the thunk
evaluations will not be restarted, leading to deadlock. The result placeholder bresks
the sponsor chain; it fails to pass the touch aponsorship on to the thunk evaluator
tasks.

2. What should the task priorities be?

Fixing all the thunk evaluator priorities at *pri* ignores the relative promise of the
thunks (to return a true value) and the relative promise of the por with respect to other
speculative activities. Consequently, the thunk tasks could run at a priority less than
the maximum priority task touching the por, which could subvert the desired ordering
and lead to poor performance: tasks of priority less than the maximum priority por
toucher could continually preempt the thunk tasks. The deadlock problem mentinned
above is really the extreme of this problem. Another problem is that the task invoking
por could have a priority less than #pri*. In this case, the invoking task could
be blocked by the make-group task if there are insufficient processors available. To
ensure that the make-group task is not blocked by a thunk task if there are insufficient
processors available, the thunk tasks must be spawned with a priority less than or
equal to the priority of the make-group task. (This ensures the proper spawn order
of the thunk tasks if there are insufficient processors.)

8.1.4 Issues with por in a speculative envirorment

Generalizing from the previous section, there are the following issues involved with por in
a speculative environment:
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1. Scheduling of disjunct tasks

Task scheduling divides into two components:

(a) pre-demand scheduling -~ How should the disjunct tasks be scheduled before por
is demanded by a touch?

This amounts to the initial priority to give the disjunct tasks and how these
priorities should be managed in the face of changes within the por, e.g. children
of disjunct tasks created and terminated, and out:ide the poxr, This is the cager
component of por scheduling,

(b) post-demand scheduling -~ How should the disjunct tasks be scheduled after por
is demandead by a touch?

How should the touch sponsorship be distributed? To ensure demand transitiv-
ity, at least one of the disjunct tasks must have the priority of the maximum
priority waiter. The priority of disjuncts must be dynamic to ensure such de-
mand transitivity in the face of priority changes in por touchers. This is the
demand-driven component of por scheduling.

In a more general view, these two components are really the same: how should the
por sponsorship be distributed across the disjunct tasks? If we had full controlier
sponsors we could address this question in this more general manner, but we do not,
8o we sddrass these components separately.

2. Modularity

We need modularity to maintain the desired relative priorities — both the eager and
demand-driven components — in the face of changes in whatever computation may
contain the por. Such modularity would prevent deadlock if the por was stayed and
restarted when touched.

However, we do not have muodularity in our touching medel, so to prevent deadlock
we must at least have group coherency: when por is restarted after being stayed, all
the relevant tasks comprising por must be restarted. To do this we need “demand”
continuity from the por toucher to all the relevant tasks,

These issues lead to the following four requirements, which we think of as additions to
our simplified requirement 5 in Section 8.1.1:

1. The user must be able to specify initial priorities for the disjuncts
2. At least one disjunct must obey demand transitivity
3. There must be demand continuity to ensure group coherence

4. por must spawn the disjunct tasks as quickly as possible without being preempted
and blocking the task invoking the por.
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8.1.5 Speculative por: version 2

In this section we present a version of poxr which meets these additional four requirements.
This version adopts very simple (and inflexible) methods to address the underlying issues
but it is a start,

We let the user list an initial priority with each disjunct in the argument list. We assume
that the user arranges the disjuncts so that they are in non-increasing priority order from
left to right. Thus & static left-to-right spawning order encourages the evaluation of the
higheat priority disjuncts first if there are insufficient processors available while conforming
to our earlier requirement 5. The initial priorities let the user convey the relative piomise
of the thunke. The management of these priorities in face of changes inside and outside the
porx is left to the user, Thus the deeper issues of initial scheduling have been pushed to the
user level.

We combine groups and classes to obtain a group with a primitive controller sponsor.
This allows us to easily name all the ror tasks for staying and provide group coherency. Task
source priorities, specified by the initial disjunct priorities, provide the eager scheduling
component. The class sponsor distributes touch sponsorship, thereby ensuring demand
transitivity and providing the demand-driven scheduling component. To provide group
coherency we insist on demand “continuity”: the sponsor chain must be unbroken from the
result placeholder to the disjunct tasks.

In this version, shown in Figure 8.3, we use a type all class to sponsor all the disjunct
tasks. We call this the touch all policy because the class effectively distributes the touch
to all the disjunct tasks. The marked lines in Figure 8.3 indicate the major changes from
Figure 8.2. Line 2 creates the type ali class for all the disjunct tasks. Line 3 installs
this class as the sponsor class of the result placeholder. Thus the maximum-priority task
touching the result placeholder sponscrs all the class members. Line 7 adds the make-group
task created in line 9 to the class so that disjunct spawning may be restarted if the por
is restarted after being stayed. (The group-future in line 8 extracts the future object
from the group object created in line 9.) Note that in order for the result placcholder to
become available, the por invoker must execute lines 7 to 9 and therefore the make-group
task must be a member of the class before any tasks demand the por result. Thus there
is no lapse in demand continuity here that could lead to deadlock. Finally, line 5 adds the
disjunct tasks to the class so that they will be sponsored by the tasks blocked on the result
placeholder and thus may be restarted. Since any tasks demnanding the por result sponsor
the make-group task, this task must execute line 5 (provided some disjunct does not first
determine the result) and thus there is no lapse in demand continuity here either that could
lead to deadlock.

The make-group task created in line 9 has maximum priority (*max-pri* is bound to
MAX) so that it quickly spawns all the thunk evaluator tasks. Since this is all that this task
does, which should not take very long, we do not worry about this task possibly blocking
the parent task if there are insufficient processors.

Once the procedure eval-thunk determines the result placeholder, the class is no longer
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(detine {por thunk-pri-list)
(Lete ((lock (cons 'sno-result* (make-future)))
(clang (make~-class »*class-alle))
{result (make-future class))) .

-e
[we

W W

(define (spawn-tasks thunk-pri n)
(iz (null thunk-pri)
(deternine-future (cdr lock) n)
(let ((thunk (get-thunk (car thunk-pri)))
(prioxity (get-priority (car thunk-pri))))
(add-to-class
(spec-future (eval-thunk thunk) priority)
clacs)
(spawn-tasks (cdr thunk-pri) (+ n 1)))))

(define (eval~thunk thunk)
(Let ((v (thunk)))
(it v
(if (rplaca-eq-mand lock ’*result* ’sno-results*)
(begin
(determine-future result v)
(stay-group (group-id (my-group-obj)))))
(if (eq (car lock) ’#*no-results)
(term-detect (cdr lock))))))

(define (term-detect n)
(if (rplacd-eq lock (- n 1) n)
(312 (= n 1)
(determina-future result nil))
(term-detect (cdr lock))))

(add-to-class 1 7

(group-future ;1 8

(make-group (spawn-tasks thunk-pri-list 0) *max-pri*)) ; 9
class)
result))

Figure 8.3: por implemented with speculative tasks; version 2

thunk-pri-list is a list of thunk, priority pairs.
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sponsored. This would stay the disjunct tasks if they had no other aupport. However, they
still might be sponsored by their source priority settings and descendants of the disjunct
tasks would not necessarily be stayed. Thus we still need to stay the group (and thus we
still need the make-group construct in line 9). This poses a problem. We want to atay the
group and we want to do it after we determine the result placeholder so staying is not in
the critical path of returning the result, However, the determining task may be stayed as a
result of determining the result placeholder and never get to stay the group. To solve this
problem we promote the determining task to mandatory status with the rplaca-eq-mand
in line 6.8

Unlike the previous version of por, this version actually uses the future objects returned
by make-group and spec-future for sponsor propagation.

One problem remaining with this version is that the initial priorities — which represent
the cager component — are lost if we stoy the pox since there is no modularity. However,
at least there is no deadlock since the class provides “demand” continuity.

8.1.6 Speculative por: version 3

This version of por is the same as the previous version except for the touch policy. This
version sponsors the disjunct tasks (by actually touching them) in the left to right order of
their appearance in the argument list. It touches each task until either the task terminates
(returning true or false) or a true result is found elsewhere and all por activity is stayed.
We call this the touch order policy. It only touches tasks when nccessary and thus is the
opposite of the touch all policy.

Figure 8.4 shows this version. Once again we use a class to ensure demand continuity to
the spawner task. The spawner task spawns n thunk evaluator tasks, and then touches each
task in turn in line 8 until it finds a true result or is stayed. If spawner finds a true result,
the result placcholder must have already been determined so spawner just terminates. If
the spawner does not find a true result, it determines the result placeholder to nil. Thus
spawner performs centralized termination detection in this version of por. To facilitate this
centralized termination detection, each of the disjunct tasks returns its value (line 5).

In line 7 we reduce the priority of the spawner task to the minimum running priority
(*min-pri* is bound to 1) so the parent task will not be blocked by the spawner task
if there are insufficient processors and so that termination detection does not disturb the
initial priority of the disjunct tasks (until the por is touched).

Centralized and distributed termination detection each have their advantages and disad-
vantages. The centralized termination detection here requires an extra task (for termination
detection) whereas the distributed termination detection in previous versions spreads this
overhead amongst all the disjunct tasks. It is not clear which is more efficient. (In fact,

%The promotion to mandatory status does not have to be atomic with the lock here. Instead, we could
insert promote~task just before determine-future,
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(define (por thunk-pri-list)
(Let* ((lock (cons *no-result+* nil))
(claos (make-class #*class-alle))
{result (make-future class)))

(define (spawn-tasks thunk-pri)
(iz (not (null thunk-pri))
(let ((thunk (get-thunk (car thunk-pri)))
(priority (get-priority (car thunk-pri))))
(cons (spec-future (eval-thunk thunk) priority)
(spawn-tasks (cdr thunk-pri))))))

(define (eval-thunk thunk)
(let ((v (thunk)))

(12 v
(12 (rplaca-eq-mand lock ’*result* '#no-results)
(begin
(determine-future result v)
(stay-group (group-id (my-group-obj))))))
v))

(define (spawner thunk-pri-lst:)
(let ((thunk-values (spawn-tasks thunk-pri-lst)))
(change-priority (my-task) *min-pris)
(if (not (true-value thunk-values))
(determine-future rusult nil))))

(define (true-value vaiue-list)
(it (not (null valua-1list))
(if (car value-list)
‘¥t
(trup-value (cdr value-list)))))

(add-to-class
(group~future
(make-group (spawner thunk-pri-list) *max-pri*)
class)
result))

Figure 8.4: por implemented with speculative tasks; version 3

thunk-pri-list is a list of thunk, priority pairs.

o~
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Version Avg. time | Avg. time to determine result
to return || Identical disjuncts | Number of disjuncts
placeholder 1] 2] 4

Mandatory por 6.9 (Lambda () '#£t) 159 165 ] 157
(Tambda () nil) || 20.1 | 25.9 | 365

por version 1 8.2 (Lambda () '#£t) 1901 19.6 ] 18.6
(Tambda () mil) || 21.2 | 26.5 | 42.2

por version 2 12.1 (Lambda () '#£t) 222 | 23.1] 21.6
(Lumbda () nil) 269 [ 385] b55.1

por version 3 12.1 (Lambda () *4tt) 2151219 | 20.1
(Lambda () nil) 25.2 1 32.1 | 474

All times in milliseconds, on Concert Multiprocessor with 32 processors. Standard
deviation in all results was about 0.5 msec.

Table 8.1: por operation times

the data in Table 8.1 suggests that the overheads are abowt the same.) In any case, the
centralized termination detection is combined with a sponsor distribution policy that must
be centralized for efficiency anyway.

8.1.7 Mecasurements

To gauge the overhead contributed by our support for speculative computation, we measured
the performance of the four por versions we presented. For each version, we measured the
time required on the Concert Multiprocessor (using 32 processors) to:

1. return the result placeholder once por is called. We call this time the invocation
overhead — it is the minimum time for which the progress of a task is impeded after
invoking por.

2. return the result (i.e. determine the result placeholder) for argument lists of 1, 2, and
4 thunks. The thunks were cither all (lambda () ’'#t) — to evaluate the time to
return the first true value — or (lambda () nil) — to evaluate the time to spawn
all the tasks and return false.

Table 8.1 shows the results. With each version, the return time for (lambda () '#t)
thunks first increased slightly as the number of thunks went from 1 to 2 and then decreased
as the number of thunks further increased to 4. The reason for this phenomenon is not
clear; the phenomenon did not occur on the Encore Multimax. (lambda () '#t) takes
about 0.8 msec to evaluate, which is about a third of the time that it takes to spawn a
task. Thus the first task spawned always determines the result placeholder. Therefore the
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Version Invocation | Setup Spawn
I] | overhead | overhead | overhead
Mandatory por || 7 ~ 16 [
por version 1 || 8 19 7
| por version2 Il 12 22 9
por version3 || 12 21 7

All times are averages in milliseconds.
Table 8.2: por overhead on Concert Multiprocessor

determine result time for this type of thunk really indicates the time until the first task is
spawned. We call this time the setup overhead. Likawise, (lanbda () nil) takes much
less time to evaluate than the time to spawn a task. Thus the determine result time for
this type of thunk really indicates the time to spawn all the tasks. This is the reason the
determine result time with (lambda () nil) thunks increases with the number of thunks.
The differential in determine result times with n and n 41 thunks is the por’s overhead of
spawning a task (calling spawn-task, actually creating the task, and perhaps adding it to
a class or whatever). We call this time the spawn overhead.

Table 8.2 indicates the overhead times., With the mandatory version ac a base case,
we sce that group and speculative task creation in version 1 impose an additional 1, 3,
and 2 msec. in the invocation, setup, and spawn overheads respectively. Class creation and
manipulation in version 2 add a further 4, 3, and 2 msec. to these overheads respectively.
Version 3 has almost the same overhead as version 2 except for the spawn overhead, which
reflects the lack of class manipulation time in other than the make-group task. Versions 2
and 3 are about the simplest versions that meet the minimal requirements for pox and thus
their rather large overheads are not encouraging. However, there are many optimizations
remaining for task creation and ciass manipulation that should substantially reduce these
overheads. Certainly, the overhead with more complex versions, such as with full controller
sponsors, will be much greater.

8.1.8 Generalizations

There are three major generalizatioLs to the versions of por presented here:

1. Arbitrary policies for the scheduling and management of disjunct tasks.

Since we do not have full controller sponsors, this generalization is currently beyond
our scope,

2. Dynamic number of disjuncts




8.2, TREE EQUAL 185

(define (tree-equal? treel tree2) g
(12 (pair? treel)
(12 (paix? trae2)
(and (tree-equal? {car trsel) (car tree2))
(tree-équal? (cdr treel) (cdr tree2)))
nil)
(equal? treel tree2)))

Figure 8.5: Sequential version of tree equal

Allow the ability to create disjuncts for the pox calculation other than those initially
specified as arguments. This takes por more into the realm of tree search. It is quite
straightforward to extend our versions of por in this direction,

3. Result streams

Return successive results in a stream. Again, it is quite straightforward to extend our
versions of por in this direction.

Using the basic primitives that we have provided, the user can build his own “libraries”
of different constructs like pox to suit the applications at hand. Unfortunately, doing so is
trickier than we would like due to concerns about demand continuity to prevent deadlock.

8.2 Tree Equal

This application is essentially tree structured pand, the second generalization of pand men-
tioned in Section 8.1.8. This application clearly demonstrates the importance of aborting
useless computation, though it is a bit contrived. However, the benefit of artificiality in this
case is a clear and simple presentation of the issues. We use this application to demonstrate

why we want special support for aborting useless computation and not explicit termination
checking.

The tree equal problem is to determine if two trees are equal in the usual Lisp sense
(sce p. 14 of [Rees]), that is, if the two trees have the same structure and the fringe (leaf)
clements are respectively equal. Figure 8.5 shows a sequential solution to the tree equal
problem for binary trees composed of conses.

In the remainder of this section, we explore parallel versions of this solution. Figure 8.6
shows a version which we call the eager version. This eager version creates 2°70rk-levels
tasks which each perform tree-equal? sequentially on subtrees of the original trees. The
first task to discover unequal subtrees determines the result placeholder to nil (by calling
fail), causing etree-equal? to return nil. If all the tasks find that their subtrees are equal,
the line labeled 1 determines the result placeholder to '#t. Thus this version amounts to
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(define (etree-equal? treel treel)
(let ((lock (conm 'sundeteramined* nil))
(result (make-future)))

(define (int-equal t1 t2 level)
(12 (pair? t1)
(it (pair? t2)
(12 (< level *fork-lavels)
(et (‘right-branch
(future
{int-equal (cdr ti) (cdr t2) (+ level 1)))))
(and (int-tree-equal (car t1) (car t2) (+ level 1))
right-branch))
(4f (and (tree-equal? (car t1) (car £2))
(tree-equal? (cdr ti) (cdr t2)))
't
(£ail))
(it (equal? t1 t2)
'8t
(2ail))))

(detine (£ail)
(i2 (rplaca-eq lock '¥determined* ’'*undetermineds)

(dotermine~future result nil))
nil)

(future (if (int-equal treel trce2 0)

(letermine-future result '#t))) S |
result))

Figure 8.6: Eager version of tree equal
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Tree compared | Number of Version Speedup
with tree0 errors Sequential | Eager | of Eager
treed 0 13.5 1.78 76
treel 3 1.61 0.67 24
trae2 1 3.10 1.39 p
treel i 6.38 131 49
treed 1 12.1 0.36 34
treed 1 4.27 0.98 44
treeb 2 10.1 0.53 19
tree? 1 2.79 1.04 2.7
treeS 2 0.70 0.71 1.0
treed 3 0.92 0.90 1.0

All times are in seconds.

Table 8.3: Execution time of tree equal versions on various trees

the (mandatory) pand of tree-equal? on the subtrees. (Compare with the mandatory por
in Section 8.1.2). We could also have implemented this eager version as nested pands. We
chose to “flatten™ the tree into a single pand for efficiency reasons. This eager version adds
conjunc’s dynamically once it has started; thus it is an example of the second generalization
of pand discussed in Section 8.1.8. This version iucorporates static scheduling controlled
through the the global variable *fork-level* besause we wanted to avoid the issues with
dynamic scheduling? for this application and focus on aborting useless computation (which
we will do shortly). All the results repnrted in this section are for *fork-level* set to 3
and 8 processors, so that 2¢207k-1evele < the number of processors. '

‘fo compare the performance of different versions, we created a “base tree” of depth
13 (8192 leaf elements) and from this base tree generated nine other binary trees with the
same number of elements by randomly miscopying elements of the base tree. Each element
of the base tree was miscopied with probability 0.0001. We ran both the sequential and
eager versions comparing each of these nine trees with the base tree, tree0. Table 8.3 shows
the results for 8 processors on the Encore Multimax. The speedup of the eager version
over the sequential version depends greatly on thr location of the error(s) in the trees.
The appreciable, and even superlinear, speedup that we get demonstrates that speculative
computation is useful in this application. Another attribute of speculative computation in
this application is a reduction in the variance of the execution time. The execution time of
the sequential version varies from 0.70 sec. to 10.1 sec., whereas the execution time of the
eager version varies from 0.36 sec. to 1.78 sec., a fivefold reduction in the dynamic range.

TThe Issues surround how to “impedance match” the application parallelism to machine resources. Or,
more simply, how to keep an unknown number of processors busy without creating and buffering an excessive
number of tasks. Inpedance mismatch is a major weakness in Multilisp. Methods to deal with such mismatch
are the subject of some promising current research. See the remarks on “lazy” futures in [Kranz].




158 CHAPTER 8. APPLICATIONS

B Overed AN Bororlog T Ueliird oo M Toab
m—
 — —
|
N
— ———
T SR
— —
£y T T T Y
LNVIOA. 2pppsvansenl sfs lrgos ttorestrve por | (datines (8 3) (imah (aireersnmal® L8 111D (n MUILI Lo o lailete tn ¢ 1LY aeromie o

Figure 8.7: Consccutive invocations of etree-equal?

Such robustness in exccution time is a general property of speculutive computation which
arises from trying several alternatives concurrently.

Although the eager version achicves the aim we want most with speculative computation
— reduced exccution time — it has a problem: it does not abort useless computation. The
effect of usecless computation does not show up in Table 8.3 because there was no other
computation competing for machine resources. This would not normally be the case in
practice: we would expect the tree equal problem to be embedded in some larger computa-
tion. To demonstrate the effect of useless computation, we ran five consecutive invocations
of the tree equal problem with the eager version. The average execution time per invocation
comparing trecO and treel was 1.22 sec., almost double the execution time (0.67 sec.) of a
single invocation.

The ParVis display (See Appendix C for an explanation of ParVis displays) in Figure
8.7 clearly shows what happened. Each invocation is demarcated by the heavy vertical
line denoting task creation. The first invocation, for instance, is in the lower left corner.
This invocation creates eight tasks, the dark horizontal bars. The hollow horizontal bar is
the result placeholder; its length denotes the exccution time of the invocation. This first
invocation returns a result when the third task (from the top) discovers a mismatch and
determines the result placeholder to nil. The seven other tasks, now useless, remain running
and interfere with the second invocation. Likewise, useless tasks from each invocation
interfere with the following invocation.

Thus this example, while a bit artificial with its large trees 2nd consecutive invocations,
clearly demonstrates the importance of aborting useless computation. The only issue is
how: should the user cause every task to explicitly check for  *mination or should there
be special support in the language for terminating tasks?

We introduce a version of tree equal with explicit termination detection by first present-
ing a naive parallel version in Figure 8.8. This naive version merely performs tree-equal?
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(define (ptreea-equal treel treel)

(define (int-equal ti t2 level)
(12 (pair? t1)
(12 (pair? t2)
(12 (< level *fork-levals)
(lat ((right-branch
(futvre
(int-equal (cdr t1) (cdr t2) (+ level 1)))))
(and (int-equal (car t1) (var t2) (+ level 1))
right-branch))
(and (tree-equal? (car t1) (cur t2))
(tree-equal? (cdr ti) (cdr t2))))
nil)
(i (equal? t1 t2)
't
nil)))

(int-equal treei tree2 0))

Figure 8.8: Naive parallel version of tree equal

on all the subtrees in parallel and ands all the results. Not only does this version possibly
generate useless computation, but it also incorporates no indeterminacy in which subtree re-
turns a false result. If a mismatch is detected in the rightmost subtree, this result cannot be
returned until all the subtree matches to its left have completed. That is, the naive version
performs termination detection of nondeterministic computations in a fixed, deterministic
order.

Figure 8.9 shows the naive version modified to perform explicit termination detection.
We call this new version the checking version since every task periodically checks for ter-
mination. The first task to discover unequal subtrees sets the failed-yet? dag (by calling
fail) causing the other tasks to terminate, returning a nonsense value, when they call
tree-equal?. Since terminated tasks return a value we can still perform the termination
detection in a fixed, deterministic order, like in the naive version, but now return the first
false result. Note, however, that all code called by the checking version — just tree-equal?
in this case — had be modified to perform termination checking.

By contrast, the speculative version shown in Figure 8.10 required no changes in called
code; it is basically just pand modeled on version 3 of por in Section 8.1 — each task touches
its children to ensure their completion if a result has not already been returned. The global
variable *fork-priority* specifies the initial priority of the tasks.

Table 8.4 shows the execution time of the eager, checking, and speculative versions for




160 CHAPTER 8. APPLICATIONS

(degine (ctreec-equal? treel tree2)
(1ot ((failed-yot? nil))

(define (fail)
(setq failed-yet? '#t)
nil)

(detine (int-equal &1 t2 lavel)
(if (pair? t1)
(12 (pair? t2)
(12 (< lavel *fork-levels)
(Let ((xright-branch
(future
(int-equal (cdr t1) (cdr t2) (+ level 1)))))
(and (int-equal (car ti) (car t2) (+ level 1))
right-branch))
(if (and (tree-equal? (car ti) (car t2))
(tree-equal? (cdr ti) (cdr t2)))
i 37
(2ail)))
(£ail))
(12 (equal? ti t2)
4 31
(2ai1))))

(define (tree-equal? t1 t2)
(12 failed-yet?
nil
(12 (pair? t1)
(i1 (pair? t2)
(a2nd (tree-equal? (car t1) (car t2))
(tree-equal? (cdr ti) (cdr t2))
nil)
(i (equal? €1 t2)
¥t
nil))))

(int-equal treei trez2 0)))

Figure 8.9: Checking version of tree equal
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(detine (stree-equal? treel tree2)
(Let* ((lock (cons 'sundetermined* nil))
(class (make-class *class-any:))
(result (make-future class)))

(define (int-equal ti t2 lavel)
(i (pair? t1)
(it (pair? t2)
(12 (< lavel *fork-levels)
(et ((right-dranch
(spec-future
(int-equal (cdr t1) (cdr t2) (+ level 1))
*fork-priority+)))
(and (int-equal (car t1) (car t2) (+ level 1))
right-branch))
(12 (and (tree-equal? (car t1) (car t2))
(tree-equal? (cdr t1) (cdr t2)))
"t
(fail)))
(£ail))
(i1 (equal? t1 t2)
"t
(£ail))))

(detine (fail)
(if (rplaca-eq-mand lock ‘'*determined* ’#undetermineds)
(begin
(determine-future result nil)
(stay-group (group-id (my-group-obj)))))
nil)

(add-to-class
(group-future
(make-group
(it (int-equal (car treel) (car tree2) O)
(deternine-future result '#t))
*fork-priority*))
class)

result))

Figure 8.10: Speculative version of tree equal
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Tree compared Version
with trecO0 | Eager | Checking | Speculative
treel 1.78 1.6 1.86
treol 0.67 0.72 0.72
tree2 1.39 1.54 149
treed 1.31 1.50 144
treed 0.36 0.40 0.37
treed 0.98 1.07 1.02
tree6 0.53 0.59 0.54
tree7 1.04 1.10 1.10
tree8 Q.71 0.83 0.74
treed 0.90 1.02 0.93

All times are in seconda.

Table 8.4: Exccution time of tzee equal versions on various trees

[ Version | Total time |
Eager 6.10
Checking 3.85
Speculative 3.67

All times are in seconds,

Table 8.5: Time to perform five consecutive comparisons of treeD and treel

the same ten comparisons as in Table 8.4, In every case, the speculative version is as fast
or slightly faster than the checking version. Thus the speculative version is slightly more
cfficient. Both versions are slightly slower than the eager versicn: this is the overhead of
terminacion detection.

Table 8.5 shows the total time for five consecutive invocations of each of tree equal
comparing tree0 and treel. Again, the speculative version is slightly faster than the checking
version.

While explicit termination detection may be acceptable in this application, even though
it required changes to called code, it does not generalize well. It suffers from the three prob-
lems described in Section 2.2.1: inserting the termination checking, termination detection
of nested computation, and termination detection of shared computation.

The special language support we have added to Multilisp for aborting useless com-
putation avoids the problems with explicit . hecking. This support does not burden the
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programmer like explicit checking does and henze adds expressive power, making it easier
to exploit the computation power of speculative computation.

8.3 Emycin

This application showcases pand used on a large scale, both as independent and nested
invocations, and features the interaction of side-effects and speculative computation. The
application is based on a kernel of Emycin written in Multilisp by Krall and McGehearty
and described in [Krall].® Emycin is a complete rule-based expert system with a backward-
chaining rule inference engine, a human interface, and a rules development system [Melle].
Krall and McGehearty's kernel includes only the rule inference engine.

Inferencing in Emycin begins with a list of hypotheses and works backwards using a
given sct of inference rules to determine the truth of each hypothesis. Each hypothesis is
a premise, postulating the value of some parameter. The certainty of each such premise
(and all unknowns in Emycin) is measured by a numerical value in the range {0,1000] where
200 is the threshold for true. The certainty of each premise is determined by tracing all
applicable inference rules for the parameter in the premise. Each inference rule has one of
the two following forms

Pior Py...or Py — Ay, A2y ooy A
Pyand P ...and P, —+ Ay, A2, ..., A

where the P; are premises and the A; are actions to be performed if the rule is deemed
true. These premises are either postulations about parameter values, like the premises
in the hypotheses, or and/or trees of such postulations. The actions describe conclusions,
where each such conclusion is the (conditional) certainty to conclude for a specific parameter
value. A rule is applicable for a given parameter if any action A; of that rule pertains to
that parameter.

Tracing a rule means computing the predicate certainly of the rule and if this certainty
exceeds 200, deeming the rule true and performing the rule’s actions. Denoting the premise
tree of the rule by P (so the ruleis P — Ay, Aa,...,Ap), the predicate certainty of a rule
is precisely the certainty of premise P which is computed recursively as follows:

certainty(FP;)= p;
certainty(Py ox P; or Ps ... or P,)= maz(py, p2, ..., Pn), and
certainty(P; and P, and P ... and P,)= min(py, p2, ..., Pn)

where p, is the certainty of premise FP;. Performing the rule’s actions involves updating
the certainties of the parameter values specified in the rule’s actions. ‘The details of this
updating are not relevant here: it suffices to say that the final certainty of a parameter value

®We thank the authors, Ed Krall and Pat McGehearty, and MCC for permission to use this kernel.
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is a function of the predicate certainty and conditional certainty specified in the action of
cach applicable rule for that parameter.

Tracing is itself recursive. the certainty of a simple premise (which is not a combination
of other premises) is determined by tracing all applicable rules. If there are no applicable
rules for a simple premise, the certainty is determined by consulting a database and if that
fails, querying the user. Thus rule tracing always terminates with the input premises.

Krall and McGehearty’s kernel is straightforward. As mentioned above, it includes
only the rule inferencing engine: it has no user interface. Thus all input premises and
their certaintics are contained in the database. All parameters and rules are maintained
on property lists. There are three types of property lists (plists): parameter plists, rule
plists, and an answer plist. Each parameter has a property list giving ali the applicable
rules for that parameter. Since the rules are fixed during inferencing, the rules are pre-
searched to determine the applicable rules for each pareameter. Each rule has a property
list containing the premises and actions for that rule. (Recall that a premise is an and/or
tree of postulations about parameter values.) The answer property list holds all parameter
values and their certainties. This answer property list functions as the database. The
answer database is initialized to the parameter values and certainties specified by the input
premises. Thereafter, the answer property list is updated by side-effect: new parameters
are added as inferencing proceeds and the certainties of existing ones are updated by rule
actions.

Two forms of synchronizsation must be obeyed:

1. All tracing of the applicable rules for a parameter must complete before that param-
cter’s certainty is used in other rules. This restriction is necessary to guarantee that
the certainty is correct before other rules start using its certainty in their calculations.

2. Each rule must not be invoked more than once. This restriction is necessary to prevent
erroncous certainties by performing a rule’s actions multiple times.

This synchronization is trivial in Krall and McGehearty’s sequential kernel.

In their paper, Krall and McGehearty describe several modifications to parallelize their
kernel. Five modifications they describe are:

1. tracing all hypotheses in parallel (one task per hypotesis),
2. applying all the applicable rules for each parameter in parallel (one task per rule),
3. associating a flag which each rule o that rio rule is invoked more than once,

4. associating a semaphore with each parameter to prevent the use of the parameter
until all applicable rules for that parameter have been ruced, and

5. tracing the disjunct premises comprising an or in parallel (one task per disjunct).
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(define (alltrue premises)
(12 (null (cdr premises))
(testpremise (car premises))
(nin (future (testpremise (car premises)))
(alltrue (cdr premises)))))

(define (min a b)
(it (< ab)
a

b))

Figure 8.11: Naive parallel and

We started with Krall and McGehearty’s sequential kernel with these five modifications and
a number of optimizations. The most significant of these optimizations was replacing the
semaphores in the fourth modification with locks.® We describe these locks shortly. The
rest of the optimizations were minor.)® We call the resulting kernel the basic parallel kernel.

In the rest of this section we investigate parallelizing this basic kernel further using
speculative computation. The most obvious remaining source of parallelism is parallel and,
i.e. tracing the conjunct premises comprising an and in parallel. Krall and McGehearty
investigated a naive parallel and: they simply parallelized the minimum operator. (Recall
that the and of premises actually means the minimum of the premise certainties.) Figure
8.11 shows this naive parallel and. Each conjunct of the and (if indeed we can stiil call it
that) is computed in parallel and all conjuncts are required to form the result, even.if a
false result is already guaranteed by a conjunct found with a certainty less than 200. Thus
this version suffers from both useless computation and determinacy in returning the result.
Nevertheless, Krall and McGehearty found that this parallel and significantly improved
performance in their simulations (Krall] (for the gems data set described later). However,
they noted this improvement was accompanied by a major increase in the inefficiency of
resource use by useless computation, which could degrade overall performance if insufficient
processors are available. They suggested using a speculative and but had no way to follow
this up. The idea is to compute the analog of logical pand on the premise certainties:
compute the premise certainties in parallel and if any have certainties less than the true
threshold 200, immediately return O, i.e. false, and abort any remsining computations.
Otherwise, return the smallest certainty. The fact that we return the minimum in this
later case, rather than true (i.e. 1000) is a slight departure from logical pand, but we will

°We could have used delays instead of locks (we will not go into the details here though). We decided
to use locks to minimize changes to the code and to demonstrate a practical application of our methods
presented in Chapter 7 for handling locks in speculative computation.

1%We did not include any of the language optimizations that Krall and McGehearty discussed, namely,
adding language primitives for parallel mapcar (pmapcar), for touching the elements of a list for synchro-
nization (touchlist), and for property list operations (putprop and getprop).




166 CHAPTER 8. APPLICATIONS

i+ Trace applicable rules for parameter parm
(define (traceparm parnm)
(let ((rules (get parm 'rules))
(parm-lock (get parm 'lock))) ; lock cell initialized to (nil nil)
(11 (rplaca-eq

para-lock
(delay (progn (traceparm2 rules) ; trace rules
"#t)) ; reset lock
nil)
(touch (car parm-lock)))

)

Figure 8.12: “Delay-device” solution to locking problem in Emycin

continue to refer to it as an analog of pand, or just pand.

(Note that there is nothing to be gained by using an analogous por since the certainty of
or'd premises is the maximum of the disjunct premise certainties. Hence all the certainties
must be calculated.)

There is a problem with the naive use of pand in this application: a conjunct or one of its
descendants may be in possession of one of the parameter locks when the conjunct is stayed.
This could lead to the speculative deadlock discussed in Section 7.3.1 if another non-stayed
task is waiting for the lock. We circumvented this problem using the “delay-device” trick
presented in Figure 7.2 to solve the same problem with general spin-locks. However, the
problem here is a little simpler than with general spin-locks since the critical region is only
entered once. Thus our solution in Figure 8.12 is slightly different than that in Figure 7.2.
The first task to grab the lock traces the rules and the remaining tasks block on the delay
to ensure that rule tracing completes even if the parent task of the delay is stayed. The
lock is reset to '#t here to avoid tracing the rules more than once.

We investigated five versions of the Emycin kernel. The five versions were:

1. Sequential and — (Base version)

This version consisted of the basic parallel kernel described above, sequential and, and
the locking described above. (The solution in Figure 8.12 turns out (in Multilisp) to
be a very cost effective alternative to other locking methods, such as semaphores, so
we used it even when speculative deadlock was nct a concern.)

2. Naive parallel and

Same as the base version, but with the naive parallel version of and in Figure 8.11
used by Krall and McGehearty.

3. Mandatory pand
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Version | Inferencing time

I Almandine Peridot

|| Average | Std. Dev. || Average | Std. Dev.
Sequential and 2,98 0.05 3.84 0.06
Naive pand 231 0.07 2.63 0.06
Mandatory pand 2.39 0.07 2.64 0.07
pand version 2 2.28 0.13 2.53 0.09
pand version 3 2.66 0.34 2.93 0.17

All times in seconds. Statistics for 20 runs.

Table 3.6: Emycin inferencing times for almandine and peridot inputs

Same as the base version, but with the analog of mandatory por in Figure 8.1.

4. pand version Z
Same a3 the Lase varsion, but with the analog of por version 2 in Figure 8.3.

5. pand version 3
Same as the base version, but wiit the analog of por version 3 in Figure 8.4.

We used the same gems data set as Krall and McGehearty. This dats set consists of 33
hypotheses about the type of gem, 29 g*m purameters, suck =g color, hardness, and mineral
species, and 99 rules. The object is to identify the type of . .. fro.n the input parameters.
We used two sets of input parameters, o, + for which Evay+Za infers the gem almandine, and
the other for which Emycin infers the ger :-eridot. Hereafter we call these two sets of input
parameters “almandine inputs” and “pe* .ot innuts” respectivel,. Both of these input sets
were produced by by Krall and McGehearty. Their paper oniy reported results with the
almandine inputs.

The gems data sst i a good candidate for pand since the rules use and almest exclusively
and many rules invoke other rules recursively. Thus Emycin with the gems data set is a
good example of both pand used on a large scale and nested pand invocations.

Table 8.6 shows the results for the almandine and perido? inputs on the Concert Mul-
tiprocessor with 32 processors. On the basis of 20 runs fc' each set of inputs, the exe-
cution times of the naive and mandatory pand versions are statistically indistinguishable.
This means eitber that all the conjuncts of the ands must be true, thus climinating the
mandatory version’s advantage of nondeterminacy in returning the result, or that the extra
overhead ot the raandatory version must essentially counteract this advantage. The data
in Table 8.7 indicates that many premises are false so the latter must be the reason. The
execution time o7 pand version 2 is only slightly less than the execution times of the naive
and mandatory versions. (This difference is barely significant since the means are only
one standard deviation apart.) Thus there must either be little spportunity for speculative
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Input Number conjuncts false | Number ands false
from ands that have > 1
with > 1 conjunct conjunct
Almandine 189 77
Peridot 180 76

The gems database has 81 ands with more than one conjunct. These 81 ands have a total
of 257 conjuncts.

Table 8.7: Characteristics of Emycin with almandine and peridot inputs
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Figure 8.13: Parallelism profile with sequential and

computation with this data set, contrary to our expectations, or the overhead of the pand
must be defeating its advantage. The execution time of pand version 3 is worse than the
execution time of the naive and mandatory versions. There could be two reasons for this
degradation with respect to version 2. First, termination detection in version 3 is central-
ized, requiring a termination detection task in addition to the conjunct tasks, whereas the
termination detection in version 2 is distributed. Second, version 3 propagates demand for
the pand result on to the conjunct tasks only when the termination detection task touches
cach of these tasks in turn. In version 2, demand for the pand result is propagated to all
the conjunct tasks via tie type all class of which all the conjunct tasks are members. To
separats these effects, we tried a modification of pand version 3 in which all the conjunct
tasks and the termin stion detection tasks were members of a type all class like in version
2. The results for this modified version 3 were cssentially the same as for version 2. Thus
the class sponsor policy is the reason for the difference between pand versions 2 and 3.

Figures 8.13 throu_h 8.16 shows parallelism profiles (extracted from Parvis displays)
for the sequential, naive pand, mandatory pand, and pand 2 versions respectively for the
almandine inputs. The parallelism profiles for the peridot inputs are very similar to these.
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Figurz 8.14: Parallelism profile with naive pand
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Figure 8.15: Parallelism profile with mandatory pand
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Figure 8.16: Parallelism profile with pand version 2

The parallelism profile for the scquential version in Figure 8.13 features three peaks of
parallelism, each which almost saturates the machins, separated by deep valleys of very
little parallelism. The first peak is due to the explosion of parallelism from tracing all 33
hypotheses in parallel. At about 0.5 seconds the parallelism falls off rapidly because almost
all the rules are blocked waiting for the certainty of the key mineral species parameter.
Only a few rules pertain ¢o this parameter, so parallelism is poor until this parameter is
fully traced at about 1.3 seconds. At this palnt, all the rules waiting for the mineral species
parameter resume, resulting in the second peak of parallelism. After these rules evaluate
their predicate certainties and take their actions, few applicable rules remain, accounting
for the decrease in parallelism. A% about 2.7 seconds the certainty of the gems parameter
is finally computed. Each hypothesis task then evaluates the certainty of its hypothesxs,
resulting in the final peak of parallelism.

The other pana versions trace all the premises of each and rule in parallel. This means
if one premise blocks on the evaluation of a parameter like mineral species, other premises
may still continue. And, in fact, if one of these other premises evaluates to false, the rule
may conclude without waiting for the blocked premise. This increased parallelism is evident
in the yemaining parallelism profiles.

The parallelism profiles for the naive and mandatory pand versions in Figures 8.14 and
8.15 are almost identical. Both feature three peaks of parallelism as in the sequential ver-
sion. The first peak is much longer, though, due to all the rules that can fire in parallel.
This additional parallelism mostly fills in the first valley. However, the increased computa-
tion (some of it unnecessary) also delays the second peak slightly. Some of this increased
computation is merely computation that would have been performed anyway, but after the
second peak. This shift in the timing of rule tracing accounts for the decrease in the width
of the second valley Thus mandatory parallelism does what we would expect: it has filled
in some of the valleys of the sequential version and decreased the total execution time.

The parallelism profile for the pand version 2 in Figure 8.16 is very interesting. The
first valley is now completely filled in (though there is a slight dip where it used to be) and
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Figure 8.17: Parallelism profile for pand version 2 without staying

almost all the work is performed before 1.5 seconds. If it were not for the long portion after
1.5 scconds with only one or two rules active, this version with speculative parallelism would
be significantly faster than the previous versions rather than just barely faster. Figure 8.17
shows the parallelism profile of pand version 2 with staying disabled. Note that the first
valley is no longer completely filled in. Thus the complete fill-in of this first valley is due
to aborting uscless computation. The parallelism in the naive and mandatory versions
only psrtly overlaps this valley because uscless computation lengthens the critical path.
However, the gain from aborting useless computation is still slight.

It is quite plausible that the relative overhead of speculative computation in pand is too
large here since each conjunct task is quite short if the certainty of the associated premise is
already known (because the premise is one of the inputs of some other task that has already
traced all its applicable rules). To separate the intrinsic merit of speculative computation
from the overhead artifacts, we artificially reduced the relative overhead of pand by adding
delay loops to the four main procedures of the inferencing engine. Table 8.8 shows the
results, again on the Concert Multiprocessor with 32 processors, for different loop counts,
i.e. amount of artificial delay.

The results in Table 8.8 clearly show that the benefit of speculative computation in-
creases as the relative overhead of the pand decreases. This confirms our earlier hypothesis
about overhead defeating the advantage of speculative computation in this application (at
least with the gems dataset). The benefit of speculative computation is still not great, as
the figures in Table 8.9 indicate.

The speedup with speculative pand over mandatory pand seems asymptotic to about
15%, compared to speedups of 25% and 50% of mandatory pand over the sequential and.
Thus, raw parallelism, not the ordering and aborting of speculative computation is the
dominant performance factor here. After further investigation, we found that one reason
for this result is that many premises in the gems dataset share the same parameter values.
Because each parameter is only traced once (by the first task to get there), this means there
is a great deal of sharing of computation between the conjunct tasks of different pands. In
other words, there is a great deal of dependency between most pand invocations.

To investigate the influence of this factor, we created an artificial dataset without any
sharing between the premises. This dataset consisted of three hypotheses, each with a
uniform tree of anded premises — branch factor 3 — to a depth of 3 (for a total of 27 leaf
parameters). Each non-leaf premise had exactly one applicable rule. We created the answer
database randomly: we chose each non-leaf parameter from a distribution with probability
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Loop Version | Inferencing time
Count (l Almandine fl Peridot
[| Average | Std. Dev. || Average | Std. Dev.
20 | Scquential and 4.89 0.04 6.11 0.07
Neiva pand 3.86 0.12 4.02 0.13
Mandatory pand 3.85 0.14 4.01 0.13
pand version 2 3.56 0.15 3.70 0.17
pand version 3 4.40 0.50 4.21 0.58
50 | Sequential and 7.32 0.09 9.15 0.14
Naive pand 5.90 0.20 6.04 0.16
Mandatory pand 5.85 0.14 6.08 0.14
pand version 2 5.13 0.20 543 0.23
pand version 3 6.35 0.91 6.44 0.88
100 | Sequential and 11.46 0.15 14.12 0.16
Naive pand 9.24 0.29 9.41 0.25
Mandatory pand | 9.13 0.24 9.42 0.53
pand version 2 797 0.33 8.28 041
pand version 3 10.1 2.6 9.74 1.17

All times in seconds. Statistics for 20 runs.

Table 8.8: Emycin inferencing times with artificial delay

Inputs Versions Speedup with loop count

0 | 20 | 50 | 100

Almandine | Mandatory pand/Sequential and || 1.25 | 1.27 | 1.25 | 1.26
pand version 2/Mandatory pand || 1.05 | 1.08 | 1.14 | 1.15

Peridot | Mandatory pand/Sequential and || 1.45 | 1.52 | 1.50 | 1.50
pand version 2/Mandatory pand || 1.04 | 1.08 | 1.12 | 1.14

Table 8.9: Speedup of Emycin versions
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Version || Avg. Inferencing time |
Sequentialand || 3.3
Naive pand 2.7
Mandatory pand 2.2
pand version 2 1.5

All times in seconds. Statistics for 5 runs.

Table 8.10: Emycin inferencing times with artificial dataset

0.1 for a false-vaiued parameter. Table 8.10 shows the average execution time on the Encore
Multimax with 8 processors. Speculative pand (version 2) leads to about a 50% speedup
over mandatory pand here, without any artificial delays. This suggests that the sharing of
computation is indeed a significant factor in the performance of Emycin with speculative
cemnutation,

Despite the poor absolute performance with speculative computation, Emycin demon-

strates a number of important spplication features and a number of important issues. The
important features are:

1. Nested pands

Emycin is too complex to flatten the pands like we did with the pors in the tree-
cqual application. This forced nesting of pands is completely transparent with our
support for spevulative computation. There is no concern, as with explicit termination
checking, about which parent pand a child checks for termination.

. Side-cffects

Emycin is a real example of the interaction of side-cffects and speculative computation.
Our roll-forward approach to side-effects prevents speculative deadlock in a simple,
straightforward extension of our touching model.

. Importance of aborting useless computation

The observed performance gains with speculative computation in Emycin, while small,
are entirely due to aborting useless computation.

. Sharing of computation

With the gems dataset many conjunct tasks of different pands share the same compu-
tation. This feature really demonstrates the power of our touching model approach:
we can stay all the descendant tasks of a pand with the assurance that any shared
computation will not be irrevocably aborted. As long as the shared computation
has a sponsor it will not be stayed, and if it is stayed, it can be restarted simply by
touching it or giving it a sponsor. Outright aborting of all descendant tasks simply
will not work here. Explicit termination checking is also too difficult because of all
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the pands that may be sharing a computation: somchow the computation must know
all the other computations which share it. Our support for speculative computation
automatically manages these concerns.

The important issues raised by Emycin are:

1. Overhead

The overhead introduced by the various management requirements of speculative com-
putation can defeat its advantage. Thus it is important, obviously, to reduce the
overhead. Less obviously, it is important to understand the limitations of speculative
computation.

2. Inter-group touching

The sharing of computation between conjunct tasks of different pands represents inter-
group touching: a conjunct task in one pand group touches a similar task in another

group.

8.4 Boyer Benchmark

This application has been popularized as a Lisp system benchmark (see [Gabr85)). Given
an input expression, the Boyer Benchmark determines whether the expression is a tautcl-
ogy with respect to a database of rewrite rules. The Benchmark successively reduces the
expression according to the rewrite rules to obtain an if-then-clse tree. For example, the
expression (and (£ x) (g x)) matches the rewrite rule

(and a b) — (if a (if b #t #1) #f)

and hence rewrites to (12 (£ x) (it (g x) #t #£) #£). If rewriting does not produce
an if-then-else tree, the input expression is not a tautology. The Benchmark then walks
this if-theua-else tree checking for consistency. For each if-then-else expression it checks if
the predicate is known to be true or false. If so, it checks either the alternate or consequent
respectively. Otherwise, it first assumes that the predicate is true and recursively checks that
the consequent is true with respect to this assumption. Then it assumes that the predicate
is false and recursively checks that the alternate is true with respect to this assumption.

There are three main opportunities for parallelism in the Boyer Benchmark:

1. applying the rewrite rules concurrently to separate subexpressions,

2. performing the tautology checking in parallel, concurrently checking the consequent
and alternate of each if expression whose predicate value is unknown (and so >n
recursively), and
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3. performing the rewrite and tautology checking stages in parallel, exploiting their
producer-consumer relationship.

Exploiting these opportunities leads to two uses for speculative computation:

1. tautology failure

If one tautology checker task discovers a contradiction then the input expression is
false and all the remaining tautology checker and rewriter tasks may be aborted. Thus
we are cssentially talking about the pand of all the tautology checker tasks.

2. not all rewrites necessary

Some rewrites may not be required to determine a tautology. For example, consider
the rewrite rule for and given above. If 2 happens to be #2, there is no need to rewrite
expression b,

The possibility of unnecessary rewrites means that:

(8) ordering is important
Unnecessary rewrites can use resources that might otherwise be devoted to nec-
essary rewrites and tautology checking and thus lengthen the execution time. We
would like to order the allocation of resources to tasks to always favor neceasary
rewrites over unnecessary ones,

(b) usciess rewrites can continue once tautology checking completes

We would like to abort all remaining tasks when tautology checking completes.
This is really an extension of the tautology failure case to tautology completion.

We focus on the ordering issue in this section. Ordering (at least with respect to
necessary versus unnecessary rewrites) is a key factor in the exccution time of the Boyer
Benchmark.!* By contrast, aborting all remaining tasks on tautology completion only
affects the computation (if any) in which the Benchmark is embedded. We have already
seen (in the section on por for example) how we can abort the remaining tasks: enclose
the Benchmark in a group and stay the group when tautology checking completes, Thus
nothing new is added by considering the remaining task issue.

We consider three versions of the Boyer benchmark in [Gabr85] (all written in Multil-
isp). The first version employs only conventional, mandatory tasks introduced with three
futures. One of these futures creates a task to perform the tautology checking of the con-
sequent and alternate in parallel. The code containing this future is called recursively to
initiate tautology checking on the entire if-then-clse tree in parallel. The other two futures
create tasks to perform the rewriting — i.e. generation of the if-then-else tree — in parallel
with the tautology checking. The first of these two futures is called recursively to create
tasks to rewrite each subexpression. These tasks match the subexpressions with the rewrite
rules in the database. The second of these two futures is called recursively to perform

111f thero are insufficient processors. This is usually 2 safe assumption for any non-trivial input expression.
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the subatitution indicated by the rewrite rule of any match. Thus both the producer (the
rewriting) and the conrumer (the tautology checking) are parallelized internally as well as
with respect to cach other.

The first version rewrites all expressions cagerly, ignoring the fact that some rewrites
may be unnecessary. Thus we call it the eager version.

The sccond version is exactly the same as the eager version except the two tutures in
the rewriting codo are replaced with delays, The eager version gambles that most rewrites
arc necessary and does them before the checker actually needs them. This version instead
gambles that most rewrites are unnccessary and delays doing them at all until the checker
actually neceds them. We call this the lazy version.

The cager and lazy versions represent two extremes in eagerness and ordering. The
cager versicn performs all rewrites eagerly in some arbitrary (implementation-dependent)
order. The lazy version performs dynamic ordering: it allocates resources only to those
rewrites which are demanded by the consumer, i.e. checker, and hence necessary. If the
fraction of unnecessary rewrites is small or there are abundant resources free (to be wasted)
rclative to the number of rewrites, then the eager version is better. If on the other hand,
the fraction of unnecessary rewrites is large or there are few resources available relative to
the number of rewrites, then the lazy version is better.

The third version combines the best of the cager and lazy versions: eager evaluation
and dynamic ordering. This third version is exactly the same as the other two except
the futures/delays in the rewriting code are replaced with spec-futures, All these
spec-futures have the same (arbitrary) priority of 100. It is important only that the
priority be between 0 and MAX exclusive. Thus ths speculative tasks created with these
spec-futures have priority intermediate between the tasks created with delay, which have
priority O (until touched), and the mandatory tasks created with future, which have pri-
ority equivalent to MAX. This means that rewriting proceeds eagerly unless there are no
available resources, in which case the dynamic ordering kicks in and only the necessary
rewrites are performed. Thus we expect better performance from this version than the
previous two in intermediate operating regions, We call this the speculative version.

We ran the three versions with the three variations of modus ponensin Table 8.11 (which
are all tautologies) as inputs.

The applicable rewrite rules for these inputs are:

1. (and a b) — (if a (if b #t #1) #1)

2. (implies a b) — (if a (if b #t #f) #t), and

3. (it (ifabc)de)— (it a(ifbde) (if c d e))

Table 8.12 shows the results for different number of processors on the Concert Multipro-

cessor. (The execution time is the time to determine if the input expression is a tautology,
i.e. the time to return.) In every case, except with one processor, the speculative version
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| Name | Input Expression ]
(implics (and (implies a b) (implies b ¢))

(implies a ¢))
(tmplies (and (and (xmplics (§ x) (g x)) (1mplies (g x) (h x)))
test-case (implies (h x) (i x)))

(‘mplies (f x) (i x)))
{implies (and (and {and {(implies {t x) (g x)) (implies (g x) (h x)))
—  (implies (3) (1)

(implies (i x) (i x)))

(implies (f x) (j x)))

tc2

Tahle 8.11: Boyer test cases

Input Version Number of Processors
| 1 | 2 | 4 ] 8 [16] 24 | 32
T tc2 eager 400 [19.1[103] 56 | 34 | 3.0 | 3.0

lazy 199|109 | 88 | 80 | 79 | 80 | 8.2
speculative || 21.5 ? ? 51133 ] 30 30
test-case cager 334 | 158 | §0.0 | 39.8 | 22.1 | 16.3 | 15.1

lazy 58.8 | 31.2 | 21.0; 18,5 18.2 | 18.7 | 19.4
spaculative || 63.8 ? ? |14.8]10.6 | 10.3 | 10.3
test-case2 eager 2780 | 1380 | 674 | 335 | 185 | 170 | 211

lazy 135 | 74.3 | 444 | 34.8 | 34.6 | 35.2 | 35.8
speculative || 147 ? 7 |30.2]28.127.8] 30.6

All times ix seconds. ? denotes times unavailable due to Concert failure.

Table 8.12: Execution time of Boyer Benchmark
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is faster (and sometimes much faster) than the eager and lazy versions. The reason is that
gpeculative version performs a large fraction of its unneccessary rewrites after it returns
whereas the eager version performs a large fraction of its unnecessary rewrites before it
returns.}? This difference is reflected in the number of garbage collection flips each version
performs before returning. With 32 processors the eager version had 0, 1, and 11 flips
respectively with tc2, test-case, and test-case2 whereas the speculative version had 0, 1,
and 2 flips, with the same respective inputs. Due to these flips, the exccution time of the
cager version for 32 processors is highly variable. The lazy version performs no unnecessary
rewrites and had no flips with every combination of inputs and processors.

The execution time of the speculative version with test-case2 on 32 processors is notice-
ably anomalous with respect to the time with this input on fower processors. The anomaly
is real: we repeated runs several times and obtained the same difference in axecution times.
The difference is not due to garbage collection since for cach combination of versions and
inputs the number of garbage collection flips was the same with 24 and 32 processors. Thus
the 2nomaly seems to be due to increased bus contention.

The cne-processor case is interesting. With only one processor, the scheduling algorithm
always continues the mandatory child task created by a future and queues the parent task
(since the machine is always saturated — see Section 10.2). Consequently the eager version
completely rewrites the input expression before performing any tautology checking and thus
is Ymaximally® cager with one processor. In contrast, the rewriting in both the lazy and
speculative versions is “maximally” lazy with one processor: no child task is pursued until
demanded by the onsumer. This accounts fo: the difference between the sxecution time of
the cager and lazy/speculative versions. The difference in exccution time of the lazy and
speculative versions with one processor is due to spzculative task overhead.

With more than one processor, the eager version has an additional tendency to depth-
first rewriting like with one processor. In this case, the reason has to do with the scheduling
concerned with task touching rather than the scheduling concerned with task creation.
When a consumer task touches and blocks on a producer task, the scheduler continues the
next arbitrary task on task queue, not necessarily the producer task touched, if it was
queued. Consequently, consumer tasks can be blocked on producer tasks while producer
tasks continue to proliferate. Mohr reported that this phenomenon is strong enough to
ensure mostly depth-first rewriting even when tesk creation scheduling favors the parent
task rather than the child task [Mohr]. Mohr changed the scheduling concerned with task
touching, so the scheduler continues the touchee task, if it was queued. With this new
blocking algorithm (which is undesirable in general), he found the execution time of the
cager vercion was virtually the same as that of the lazy version [Mohz]. Our speculative
version approximates this new blocking algorithm. when a consumer task touches a producer
iask, the producer becomes a mandatory task and continues, even if it was queued before.

13In fact, the total computation time is about the same in both cases. However, we actually stayed these
remaining tasks in the speculative venion to reduce the measurement cycle time. This staying took little
additional time.
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Input | Vezsion || Number of Processors
TT8[16]2a]32
tc2 cager 119|11}10}10]1.0
lazy 0916|2427 27
test-case | eager {1 5.2)27]21]161} 15
lazy [J09|13}17]181}19
test-case2 | cager || 19 | 11 | 66| 6.1 ] 6.9
lazy 09112]12]12}12

Table 8.13: Ratio of eager and lazy execution times to speculative version execution time

In our own experiment, we found that the queue discipline matters little in the eager
version. We changed the queue ordering for mandatory tasks from LIFO to FIFO and
noticed no significant difference in execution times. Thus it is ability to dynamically reorder
tasks — queued or not — that is important to minimal execution times with the Boyer
Benchmark.

Table 8.13 makes the relative performance of the three versions clear, The speedup of the
speculative version with respect to the eager and lazy versions displays two trends (though
in opposite directions for cach version). For the eager version, the speedup decreases as
the number of processors increases and increases as the input size increases. For the lazy
version, the speedup increases as the number of processors increases and decreases as the
input size increases. These tréends confirm our expectations. For the eager version, as the
number of processors increases there are more *surplus® processors at every point in time
to perform unnecessary rewrites, thus reducing the relative cffect of unnecessary rewrites.
As the number of processors increases without bound, the execution time for the eager
version should aoproach that for the speculative version. As the input size increases the
numbar of unnecessary rewrites increases, thus increasing the relative execution time. Fox
the lazy version, as the number of processors increases there is insufficient parallelistn —
due to the lazy evaluation of all rewrites — to utilize all processors, thus increasing the
relative execution time. As the input size increases, there is more necessary work available
to utilize the processors. For large inputs, the execution time for the lazy version should
approach that for the speculative version.

Table 8.14 shows exactly how the number of rewrites varies with the inputs. The total
number of rewrites in this table is the total number of rewrites performed by the eager
version on a single processor. Thus it is the maximum number of rewrites. The number
of necessary rewrites in this table is the total number of rewrites performed by the lazy
version (on any number of processors). Thus it is the minimum number of rewrites. The
ratio of the total number of rewrites to the number of necessary rewrites thus yields an
upper bound on the speedup of the lazy version over the eager version. The actual speedup
with one processor is about 0.7 of that predicted by this ratio.
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Data Sct Total Number Percent
- Rowrites | Necessary | Necessary
[tz [ 1213 397 32.7

test-case || 11280 1405 12.5

test-caseZ || 91868 3371 3.7

Table 8,14: Rewrite statistics for the three input test cases

Another way of looking at the results in Table 8.12 is &s follows:

e The cager version is better than the lazy version if the processors are not saturated
with mandatory computation, as with many processors or a small input. Then the
eager version exploits the extra processors to perform the rewrites speculatively and
reduce the execution time,

o The lazy version is better than the eager version if the processors are saturated with
mandatory computation, as with few processors or a large input. Then the lazy version
prevents mandatory computation from being crowded out by speculative computation.

o The speculative version is the same or better than the eager and lazy versions for all
conditions (except on one processor). It prevents mandatory computation from being
crowded out by speculative computation while still utilizing the extra concurrency
of the speculative computation. That is, it dynamically adjusts the tradeoff between
concurrency and crowd-out of mandatory computation.

These results indicate the importance of ordering speculative computation. (To reiter-
ate, this application has only 2 spec-futures, and performs no aborting.) The key feature
of spec-future here is that it creates a second-class type of task that only runs if there
are free processors. That is, spec-futuze is neither fully lazy nor fully eager; it adapts
dynamically to the load. This frees the user from scheduling concerns as the machine and
input size vary.

Ideally, we would like to use the relative promise of rewrites better in this application.
The sbove three versions assume that all rewrites have equal promise: the eager version
assumes all are required, the lazy version assumes none are required, and the speculative
version assumes all are required with the same likelihood. We would like to identify nec-
essary rewrites a priori so we can avoid doing any unnecessary rewrites. Unfortunately,
this is hard to do. Instead, we experimented with imposing an order on all rewrites. We
chose an ordering that gave rewrites a priority proporiional to their distance from the left-
most spine of the if-then-else tree (measured by the depth of recursion). This seemed a
reasonable a priori ordering. However, the results were no different than with our original
speculative version. The impact of this ordering was totally overwhelmed by the impact of
the mandatory versus speculative classification. This result underscores that the demand-
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driven, dynamic ordering by the consumer, i.c. tautology checker, is the important feature
in this application.

The speculative version that we presented is not fully general: it may not beer® 1ded
within a large computation without risking two problems. The first problem is possitla
priority inversion. The most important aspect of the speculative version is that consumers,
i.c. tautology checkers, run at a higher priority than producers, i.c. rewriters. Howover,
because of our choice of an absolute priority p (which happens to be 100 here) for the
producers, this desired priority relationship will be inverted if the speculative version is
invoked by a speculative task with priority less than p. The consumer tasks will all be
speculative tasks with priority lets than p inherited from their parent, rather than greater
than p as we desire. We could choose a different value of p, but what value? The invoker
could have any priority, which we should not have to know for abstraction reasons (or be
able to know). We could choose p = 1 (so almost all invokers have priority > p) but this
is not a gencral solution. we cauld have some local ordering on producers that we want to
maintain. To solve this problem we need a local ordering space for the Benchmark, i.c. we
need modularity.

The second problem is that cager tasks — tasks not yet demanded — are not restarted
if the speculative version is stayed and then restarted by touching the root consumer task.
This problem is not fatal, 23 such tasks will be re-started when they are demanded, but
it could impact performance since the speculative version essentially changes into the lazy
version. To mitigute this problem, we need group coherency. Ideally, we want to associate
a controller sponsor with the Benchmark so we could sponsor all the Benchmark tasks with
the demand for the root consurner task.

Comment

The Boyer Benchmark in [Gabr85) is a stupid program (like most benchmark codes). Its
performance can be improved dramatically (from a factor of 2 for tc2 to a factor of 50 for
test-case2) by making the following two optimizations:

1. Add two rewrite rules to the database:
(i2 #t a b) —w aand (if #f a b) — b

These two rules primarily reduce the size of the if-then-clse tree, speeding both rewrit-
ing (since it does not have to construct such a large trec) and tautology checking (since
it has a smaller tree to check). These rules also climinate useless rewriting of b and a
respectively. (A {urther improvement, which we did not try, is to change the rewrite
rule for and to (and a b) — (i1 a b #1£).)

2. Eliminate the multiple rewriting of common subexpressions.

In the case of the rewriterule (if (if a bc) de) = (if a (if bde) (if c d e))

the benchmark brainlessly rewrites subexpressions d and e twice: once for each occur-
rence in the rewr.tten expression. Eliminating multiple rewriting reduces the number
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of rewrites in such cases by = factor of 2. It also reduces the number of unnecessary
rewrites,

Together, these optimizations reduce the total number of rewrites for te .-case2 from
01868 to 622 and the number of necessary rewrites from 3371 to 554. .1 peccent of
the rewrites are unnecessary so there is still potential for the ordering introduced with
spec-futures to reduce the execution time. However, since the execution time is so smuil
the input size must be increased to notice a significant impact.

8.5 The Traveling Salesman Problem

This application is tke solution of the traveling salesman problem by straightforward branch
and bound algorithia. It is a clear-cut example of ordering-based speculative computation.

We describe two different versions: qtrav and strav. Both versions are substantially the
same in concept. However, qtrav uses only the conventional (i.e. mandatory) constructs of
Multilisp. We describe qtrav here and describe later how strav differs.

The input is a list of cities described by two-'i» :nsional coordinate pairs. The result is
the cost and itinerary of the best (shortest) tour of all cities, where a tour is a directed cycle
of cities containing no city more than once. qtrav finds the best solution by successively
expanding nodes in a branch-and-bound manner. Each node represents a partial solution
congisting of a tour, the tour cost, and a list of cities excluded from the tour. The initial
node represents an initial tour of three cities. qtrav expands cach eligible node into new
(child) nodes by choosing the next city from the node’s excluded list and inserting it in all
the possible places in the tour. Only nodes with a tour cost less than the cost of the best
complete tour so far are eligible. Ineligible nodes are pruned, i.e. discarded.

Figure 8.18 shows a program fragment from qtrav for expanding a candidate node.

The variable next-city (line 4), which hay alresdy been sct by the original caller of
expand-candidate, gives the current city to try from the excluded list. The argument
before is a list of the cities in the new tour before next-city and the argument after
is a list of cities in the new tour after next-..ty. Line 1 calculates the cosv of the new
tour and line 2 checks that the new tour is eligibie. I 80, line 3 spawns a task to try other
permutations of cities before and after next-city and the present task continues expanding
the new tour into a node. Line 4 forms a list representing the new tour. If nc excluded
cities remain (line 5), the new tour is a complete tour and line 6 atomically updates the
cost of the best solution if the solution is cheaper. Finally, line 7 creates the new node. If
the new tour was ineligible in line 2, the present task goes on to try other permutations in
line 8.

qtrav chooses nodes to expand in minimum heuristic cost order. This heuristic cost is
the average cost per city, i.e. the tour cost divided by the number of cities in the tour. The
intention is to bias node expansion towards the most promising tours (as defined by this
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(define (expand-candidate before .'ter)
(i2 (null after)
nil
(let ((new-cost <calculate cost of s, w iaur>))
(12 (< new-cost (caar best-soln)) ;
{let ((rest-candidates
(future (expand-candidate 1 8
(cons (car after) befor -\
(cdr after))))

N -

(new-tour
(future (append (reves - o.*-~ .
(cons nexc-ciu, aft-r)))))
(12 (null (cdr excluded-cities))
(begin
(update-best-soln (cons ..o’*:cost sicv=tour)) ; 6
rest-candidatea)
(cons (list (/ new-cost num-c.ties-uss. ' 4
nun-cities-used
new-cost
new-tour
(cdr excluded-cities))
rest-candidates)))
(expand-candidate (cons (car after) before) ;1 8
(cdr after))))))

o

Figure 8.18: Expanding a candidate node in qtrav
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heuristic cost) in an attempt to get good solutions rapidly. The faster we can find a tight
bound on the best solution, the more we can prune the search space and thus the faster we
can ccmplete the search.

To enforce the heuristic cost order, qtrav maintains the nodes in a central priority queue
according to their average cost per city. This priority queue is implemented by Multilisp
coue. (There is no support for priority queues built into conventional Multilisp.)

qtrav employs a number of worker tasks to perform this overall strategy of grcedy,
minimum (heuristic) cost expansion. Each worker performs a cycle of the following two
steps while nodes are available:

1. Pull the minimum (heuristic) cost node off the priority queue

2. Expand the node, pruning out inferior child nodes, and enqueue the remaining child
nodes on the priority queue.

To avoid creating an excessive number of nodes, qtrav uses only one worker until it finds
the frst complete tour. Then, once it has a bound to prune inferior nodes, it starts the other
workers. Each worker is itself a parallel task — the children of a node can be expanded
in parallel as in Figure 8.18 -— and thus qtrav exploits parallelism evon during this first
stage with a single worker. (The priority queue insertion and deletion routines also exploit
parallelism.) However, this parallelism within a worker task presents a problem: how do
we determine the number of worker tasks for the optimum tradeoff between inter-worker
parallelism and intza-worker parallelism?

strav performs the same oranch-and-bcund algorithm with the same greedy, minimum
(heuristic) cost node expansion strategy as qtrav. However, strav does not use an explicit
priority queue to order node expansion. Instead, strav relies on the ordering mechanism
for spcculative tasks. strav crcates a speculative task for each node expansion, with the
priority negatively proportional to the heuristic cost. The underlying support for ordering
speculative tasks (i.e. the distributed priority task queues described in Chapter 10) thus
ensures that nodes representing good tours ars favored for expansion over nodes representing
bad tours. The actual expansion of a node occurs in the same way as for qtrav. Figure 8.19
shows the version of expand-cundidates for strav. This codu is executed by a speculative
task. Before getting to this code, the speculative task checks if the parent node should be
pruned. If so, the task simply terminates. Once in this code, the speculative task checks
coch candidate child for pruning (in linc 1) before representing the child by a node (line
4) and spawning a speculavive task (in line 5) to expand the node. The cost->priority
funct.on in line 6 prcduces a priority for this speculative task that is negatively proportional
(i.e. lincarly decreasing) to the child node’s heuristic cost. Note that strav uses parallelism
in node expansion (lines 2 and 3) just like qtrav.

To get a good first solution as rapidly as possible, strav expands the minimum cost
child node as a mandatory task until it obtains a complete tour. To experiment with the
expansion of other nodes (as speculative tasks) during this period, we added a parameter
first to strav. With first set to non-nil, the expansion of all nodes other than the
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(define (expard-candidate before after)
(i2 (null after)

nil
(let ((new-cost <calculate cost of new tour>))
(12 (< new-cost (caar best-goln)) i 1
(let* ((rest-candidates
(future (expand-candidate H

(cons (car after) before)
(cdr atter))))

(new-tour
(future (append (reverse before) H-
(cons next-city atter))))
(new-cand (list (/ new-cost num-cities-used) i 4
num-cities-used
new-cost
new-tour
(cdr excluded-cities))))
(cons (spec-future (search new-cand) H

(cost->priority (car new-cand))) ; 6
rest-candidates))
(expand-candidate (cons (car after) before)
(cdr atter))))))

Figure 8.19;: Expanding a candidate node in strav

There are a number of optimizations we could make to this code, such as replacing cons in
line 5 by and {we just care about termination). We chose the present version since it clearly
illustrates the essential differences between qtrav and strav,
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minimum cost node is inhibited until the first complete tour is found. With first set to
nil, the expansion of these nodes proceeds in parallel with the minimum cost expansion,
according to the heuristic cost ordering.

An interesting problem with strav is termination: how do we know we have expanded
all eligible nodes and thus can return? With qtrav, termination is trivial: return when the
global priority queue of cligible nodes empties. We cannot do the same with strav since
the priority task qucues may contain speculative tasks from activities in addition to thuse
from strav. One solution is to maintain a count of the number of eligible nodes remaining
unexpanded and terminate when this count becomes zero. Another solution is to touch each
node expansion task generated and terminate when all theso tasks have returned a value. We
chose this second solution since it fits the Multilisp paradigm better. With tree structured
task creation, like in strav, termination detection by touching is natural and simple: cach
parent task touches all its child tasks. However, this solution means that the desired node
cxpansion ordering, which is expressed by the source priority of the tasks, may be distorted:
the touchee's priority is the maximum of the toucher’s priority and the source priority. We
want Lo prevent this distortion. We can do so, while still retaining termination detection by
touching, by either disabling the max combining-rule or disabling touch propagation. We
have no direct way to disable the max combining-rule, though we could effectively disable it
by ensuring that the toucher priority is always less than the touchee priority. We save this
alternative for the Section 8.6. Instead we disable touch propagation by breaking the touch
propagation path with placcholders. We replaced the spec-tuture in line 5 of Figure 8.19
by the syntactic form const-spec-future. (const-spec-future exp priority) expands
to

(let ((e (make-future)))
(spec-future (determine-future a exp) priority)
«)

where « is an unique identifier. Now mstead of touching the spec-future, we touch the
placeholder which does not propagate the touch on to the spec-future. (However, this
solution leads to another problem which we discuss later.)

Table 8.15 shows the execution time of qtrav and strav on the Concert Multiprocessor
for three city lists, 16, al8, and 220, of 16, 18, and 20 citics respectively. The number of
workers in the second column pertains only to qtrav. As indicated at the foot of this table,
the It er “f” in the columns for strav denotes the parameter 2irst. The graph in Figure
8.20 captures the general trends in these results. For each combination of city list and
number of processors in this graph, the qtrav results shown are for the optimum number of
workers for that combination of parameters.

From Figure 8.20 we observe that

1. strav is always faster than qtrav (except for a20 with 8 processors: qtrav with 8
workers is slightly faster than strav with first= nil). The difference in execution
times increases as the number of cities and number of processes increases. In fact,




186

CHAPTER 8. APPLICATIONS

City Lists
Number of | Number of alé al8 I a20
processors | workers || qtrav strav qtrav strav || qtrav strav
(for qtrav) f=nil | f=7¢t f=nil | f=#t | f=nil | (=4t
8 [ 2 30.1 | 13.0 | 10.6 | 145.8 | 52.0 | 47.5 | 244.8 | 105.9 | 93.4
4 17.8 81.0 1354
6 15.2 66.0 108.3
8 14.6 63.8 104.4
16 4 29.9 | 8.2 6.5 78.0 | 28.8 | 26.5 || 1309 | 55.3 | 49.2
8 12.1 47.5 71.8
12 11.3 42.8 67.9
16 11.5 42.9 68.3
24 8 123 | 73 5.6 479 | 224 | 21.0 || 78.1 | 409 | 36.3
12 113 41.4 66.0
16 11.6 40.5 63.8
20 11.7 41.2 64.6
24 11.8 41.8 66.0
32 8 128 | 7.0 54 5.0 | 19.8 | 190 || 81.5 | 36.8 | 33.3
12 11.8 43.3 68.4
16 12.0 42.3 66.4
20 12,1 43.0 66.7
24 12.2 43.9 68.7
32 12.6 44.6 71.1

Table 8.15: Execution time of Traveling Salesman Problem on the Concert Multiprocessor

All times are uverages in seconds. f denotes the parameter first in strav.
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Figure 8.20: Execution time of Traveling Salesman Problem on the Concert Multiprocessor
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strav continues to speed up as the number of processors increases to 32, whereas qtrav
encounters a distinct knee around 24 processors and actually slows down {for a18 and
a20) ns the number of processors increases from 24 to 32. This behavior of qtrav is
undoubtedly due to contention accessing the global priority queue.

2. strav is always faster with first= ¢ft than with fixst= nil. We expected the op-
posite result. With £ixst= nil we rcasoncd that strav would begin exploring some
possibly useful routes with the free processors available until the first complete tour
was found. With perfect preemption (zero time to notice a preemption condition and
perform the preemption), this exploration of other routes should not interfere with the
search for the first complete tour, which exccutes as a mandatory task. However, the
benefit of precomputing these routes must be balanced with the cost imposed by gen-
crating superfluous nodes — nodes that would not have been generated if a pruning
solution (from a complete tour) existed. Each superfluous node must be investigated
later, compounding the cost. Obviously, this effect and non-perfect preemption must
overwhelm the expected advantage of first= nil.

The fact that strav is always faster than qtrav is not surprising given that strav cs-
sentially pushes the priority queue overhcad down one layer of interpretation, from the
language level to the implementation. We gain more than speed by this in strav. What we
have really done with strav is move a good deal of resource management (the management
of task ordering in this case) from the user level to the implementation. Automating this
resource management makes it easier to exploit resources in three ways:

1. We do not have to write (or even think about) the priority queue code. Instead, we
can use the more cfficient implementation code to perform task ordering.

2. We arc insulated from concerns over the machine size. The implementation automati-
cally distributes the priority qucues to avoid ex.cessive contention with a large number
of processors.

3. We do not have to worry about appropriate parameter values, such as the number
of workers. The underlying scheduling mechanism automatically determines the opti-
mum tradeoff between inter-node and intra-node (expansion) parallelism. Table 8.15
would seem to indicate that this tradeoff is relatively unimportant for qtrav since the
exccution time is fairly flat around the optimum number of workers. However, we
did not know this in advance and we certainly did not know the optimum number of
workers in advance, so we still had to fiddle with various values.

Consequently, strav is easier to program and understand than qtrav,

Both versions of the branch-and-bound solution presented here for the traveling salesman
problem demonstrate order-based speculative computation, in which the only speculation
is in the ordering of computation and there is no explicit aborting of computation, so this
application once again illustrates the importance of ordering. The only issue here is how
to achieve the desired ordering. qtrav achieves this ordering by direct intervention by the

AR
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Table 8.16: The Eight-puzzle: a starting position

user. strav achicves this ordering by exploiting the priority scheduling mechanism of our
support for speculative computation. This support provides two benefits for strav:

1. more cfficient priority scheduling, and

2. easier exploitation of system resources.

As described above, these benefits lead to greater ease of programming and understanding.

There are two problems with strav, however. First, if it is stayed, as part of a larger
computation, it cannot be restarted when touched since we broke the touch propagation
paths. Touching a stayed strav will result in deadlock. We could solve this problem by
making all the tasks members of some class sponsored by the tasks demanding the strav
result. We omitted this fix for simplicity. In general, we would like a controller sponsor
to solve this problem so that the original priority ordering can be preserved. Sccond,
strav uses absolute prioritics so the priorities cannot be rescaled if strav is part of a larger
computation whose priority changes (such as if stayed), i.c. strav lacks madularity. We need
to add modularity to our touching model to solve this problem.

8.6 FEight-puzzle Game

This application is basically a tree-structured por. like tree-equal, but with ordering. Con-
sequently, the characteristics of the application are a cross between the characteristics of
tree-cqual and travsales.

The Eight-puzzle game has cight square tiles numbered 1 to 8 respectively arranged
in some fashion on a three-by-three square game board, as in Figure 8.16. The tiles slide
in the horizontal and vertical grids established by the board and cannot be removed from
the board. Any tile adjacent to the one empty square can slide into that square. This
constitutes a move. The object of the game is to arrange the numbereqd tiles in clockwise
order around the perimeter of the board with the empty square in the center, as in Figure
8.17.

The application in this case is to solve the Eight-puzzle game: given a starting board,
search the move tree to the given depth for the first path to the solution. (We are interested
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Table 8.17: Eight-puzzle solution

(define (seq-solve starting-board search-depth)
(solve-puzzle nil
search-depth
(cons starting-board (find-blank-tile starting-board))))

(detine (solve-puzzle boards-seen depth board+blank)
(let ((board (car board+blank))
(blank (cdr board+blank)))

(if (compare-boards board solution) i1
boards-seen
(i (or (<= depth 0) (seen-board-before? board boards-seen)) ;2
nil
(mapcar (lambda (bd) 3
(solve-puzzle (cons board boards-seen)
(- depth 1)
bb))
(successors board blank)))))) i4

Figure 8.21: Sequential version of Eight-puzzle

in only the first path to the solution, not all pathe znd not the shortest path.) The code
for this application is a Multilisp translation of the Id code in [Soley]. We consider four
versions of this code — one sequential version and three parallel versions. Figure 8.21 shows
the key part of the sequential version.

seq-solve takes a starting board (represented as an array) and a search depth, and
calls solve-puzzle to start the game tree search. solve-puzzle takes three arguments: a
Vst of the candidate boards examined so far, the current depth remaining to search in the
tree, and a pair containing the current board and the position of the blank tile, i.e. empty
square, in this current board. (All squares are numbered.) Line 1 checks if the current
board is the solution board denoted by the variable soiution. If not, line 2 checks both
that the search depth is not exceeded and that the current board has not already been
examined (this prevents cycles). Finally, line 3 calls solve-puzzle recursively on all the
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successors of the current board. Line 4 gencrates these successors by trying all ways to
swap the blank tile with a neighboring tile,

The first parallel version uscs mandatory tasks. This mandatory version, shown in
Figure 8.22, is basically the parallel ox of the search tree branches. This code should be
familiar from the mandatory version of por in Figure 8.1 (and the eager version of tree-equal
in Figure 8.6). Line 1 initializes a lock cell for race officiating synchronization and line 2
initializes the result placcholder. As in Figure 8.1, line 6 spawns the tree scarch with a
dfuture to remove task creation from the critical path of returning a result. solve-puzzle
is the same as in the sequential version except for three changes — race officiating in line 3,
task creation to examine the successor boards in line 4, and termination detection in line
5. touchlist performs termination detection by touching each child task. Note that child
tasks are added to the “por” dynamically iz line 4, 8o this is an another example of por
with a dynamic number of disjuncts, the second generalization of por mentioned in Section
8.1.8.

The second parallel version uses speculative tasks. This version, which we call the spec
version, differs from the mandatory version in only three lines. Figure 8.23 shows the
code for the spec version with these three lines numbared. This spec version is much like
version 1 of speculative por in Figure 8.2 except for centralized termination detection with
touchlist. All the speculative tasks in the spec version have the same priority (*max-prix
in this case). This version cannot be restarted if stayed. We discuss this problem later.

The final parallel version is a refinement of the spec version with ordering, i.e. different
task priorities. The task priorities in this version, which we call the spec2 version, are set
to implement the the heuristic ordering of board examination suggested in [Nilsson]. Each
board b has a heuristic cost G(b) given by D(b) + W (b) where D(b) is the depth of board
b in the search tree and W (3) is the number of (numbered) tiles misplaced with respect to
the solution board. For example, W (b) = 4 for the board in Figure 8.16. Boards should be
examined in order of increasing heuristic cost.

To approximate this heuristic ordering, the spec2 version spawns a speculative task to
examine each board b, us in the spec version, with priority *max-pri*—C(b). Thus the
spec2 version uses the built-in (distributed) priority queues to achieve a desired ordering,
like the strav version in Section 8.5. The spec2 version aborts all remaining computation
as soon as it finds a solution. Thus the spec2 version is also like the por and tree.equal
applications. spec2 is an example of simultaneous multxple—approach and ordering-based
speculative computation,

Like por, the spec2 version must perform termination detection since it may not find any
solution within the given search depth. The most natural way to do this in Multilisp is by
touching the descendant tasks. However, this gives rise to the same problem with touching
termination detection 2s we discussed with strav in Section 8.5: how can we touch a task
for termination detection without changing the touchee's priority (by the max combining-
rule), hence distorting the desired ordering? We described one way in Section 8.5 to solve
this problem by disabling touch propagation. Here, we describe another way to solve this
problem by disabling the max combining-rule. The idea is simple: we simply force the
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(define (mand-solve starting-board search-depth)
(let ((lock (cons '*undetermined* nil)) 3 |
(result (make-future))) 12

(define (solve-puzzle boards-seen depth board+blank)
(Lot ((board (car board+blank))
(blank (cdr board+blank)))
(it (compare-boards board solution)

(i1 (rplaca-eq lock ’*determined* ’sundeterminedx) i3
(determine~future result boards-seen))

(it (or (<= depth 0) (seen-board-before? board boards-seen))
nil
(let ((children

(mapcar (lambda (bb)

(future 14
(zolve-puzzle (cons board boards-seen)
(- depth 1)
bb)))
(successoxrs board blank))))
(touchlist children) ]
nil)))N)
(dfuture (begin :8
(solve-puzzle
nil

search-depth
(cons starting-board (find-blank-tile starting-board)))
(if (eq (c&r lock) '*undetermineds) 7
(determine-future result nil))))
result))

Figure 8.22; Mandatory version of Eight-puzzle
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(define (spec-solve starting-board scarch-depth)
(let ((lock (cons '*undetermined* nil))
(result (make~future)))

(define (solve-puzzle boards-seen depth board+blank)
(let ((board (car board+blank))
(blank (cdr board+blank)))
(if (compare-boards board solution)
(12 (rplaca-eq-mand lock '*determined* ’*undetermined#)

(begin
(determine-future result boards-seen)
(stay-group (group-id (my-group-obj))))) i1

(12 (or (<= depth 0) (seen-board-before? board boards-isen))
nil
(let ((children
(mapcar (lambda (bb)
(spec-future 12
(solve-puzzle
(cons board boards-sgeen)
(~ depth 1)
bb)
*max-prix))
(successors board blank))))
(touchlist children)
nil)))))

(make-group (begin ;3
(solve-puzzle
nil
search-depth
(cons starting-board (find-blank-tile starting-board)))
(if (eq (car lock) ’'*undetermineds)
(determine-future result nil)))
*max-prix)

vésult))

Figure 8.23: Speculative (spec) version of Eight-puzzle
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Table 8.18: board18

toucher task to have the minimum running priority, *min-pri*, before it touches tasks to
check for termination. Thus the touchee prioritics will not be affected, unless they are lees
than *min-prix (which is 1), in which case the touchee tasks will go from being stayed
(priority 0) to being unstayed. If the touchee tasks are stayed, they must be unstayed
anyway so that spec2 terminates. The following two lines from spec2 demonstrate this
solution.

(change-priority (my-future) *min-pri*)
(touchliat children)

The first line reduczz the priority of the executing task to *min-pri*. The second lin=
touches all the chilcren tasks, as in line 5 of Figure 8.22, checking for termination.

We could refine the mandatory version to utilize the same orde g as the spec2 version.
To enforce this ordering, this refined mandatory version would use an explicit priority queue
written in Multilisp, as in the qtrav version in Section 8.5 (since there is no built-in support
for priority queues in conventional Multilisp). Since the gtrav version is already an excellent
example of the explicit queue approach, we do not consider the refined mandatory version
further.

We ran the four versions with two different starting boards: board5, for which the
shortest solution is five moves away, and board18 (from [Nilsson]), for which the shortest
solution is 18 moves away. Figure 8.16 shows board5 and Figure 8.18 shows board18.

Table 8.19 shows the execution time on the Encore Multimax with 8 processors for these
four versions and two starting boards.

For small search depths (depth = 4 for board5 and depth < 10 for board18), the spec
version is just slightly slower (than the mandatory version) whereas the spec2 version is
about 1.3 times slower (cf. depth = 4 for board5 and depth = 10 for board18). For boards,
the execution (ime of the mandatory and spec versions is erratic at greater depths because
of random fluctuations in the ordering of board expansions. In contrast, the execution time
of the spec2 version is consistent, due to control over the ordering, and usually smaller.
Note that the speeduf of the mandatory and spec versions in many cases, and the spec2
version especially, with respect to the sequential version is greater than eight, the number
of processors. This superlinear speedup is a typical characteristic of multiple-approach
speculative computation, as we saw in Section 8.2: the speedup depends on the position of
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Start | Search Search version ) —}
board | depth || Sequential | Mandatory | Spee | &peai
———— — —rrr Sy . sl
board5 | 4 1.72 0.43 048 837
5 3.27 0.60 0.50-C.7 N 1)
6 6.30 0.77-0980 | 048 - 112} .60
8 20.7 1.1-22 1.3-2.8 11,60
board18 5 3.67 0.77 0.83 0.80
10 17 11.1 11.7 14.5
15 23 min. 192 crash crash
20 ? 23 min. crash 54

All times in seconds, unless otherwise indicated.

Table 8.19: Eight-puzzle execution time

the solution in. the “subtrees” and the order in which these subtrees are searched.

For board18, the execution time of the spec2 version is far superior to that of the other
versions, provided that the search depth is sufficient to include a solution (i.e. > 18). For a
search depth of 20, the sequential version took longer than we cared to measure and the spec
version exhausted the heap (12MB on the Multimax) and crashed. The spec? version, which
did not exhaust the heap, was 26 times faster than the mandatory version! Thus careful
control of the ordering reduced both the exccution time and the memory requirements.
There are two rcasons why the mandatory version did not also exhaust the heap. The first
reason is that mandatory tasks require considerably less storage than speculative tasks, as
described in Chapter 10. The second reason is the unfair scheduling of mandatory tasks (sce
Section 1.4.2). As described in Section 10.2, once the machine saturates with mandatory
tasks the child task created with future continues vhile the parent is inserted in a LIFO
queue of runnable mandatory tasks. With the code for the mandatory version in Figure
8.22, this unfair scheduling will encourage a depth-first examination of the search space. In
contrast, spec-future continues whichever of the parent and child has the higher priority
(the parent in case of a tie) and inserts the other in a priority queue of runnable tasks.
With the code for the spec version in Figure 8.23, all the speculative tasks have the same
priority and thus spec-future will continue the parent task and process the runnable tasks
in FIFO order. This scheduling will encourage a breadth-first examination of the search
space which requires much more storage than a depth-first examination. The priorities in
the spec2 version encourage a “directed” breadth-first search, focusing the breadth on the
most promising search paths.

If the search depth is insufficient to include a solution, the spec2 version is only 1.3
times slower than the mandatory version for a depth of 10. For a depth of 15, the spec2
version exhausted the heap and crashed so we cannot say. The same two reasons as above
account for why the spec2 version crashed in this case and the mandatory version did not.
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This Eight-puzzle application demonstrates once again the importance of ordering (for
execution time) and the expressive power gained by our support for speculative computa-
tion. As in Scction 8.5, built-in support for ordering (in the form of priority queues) makes
programming casier and improves efficiency by eliminating the layer of interpretation asso-
ciated with explicit ordering (i.c. priority queues) at the language level.

This application also demonstrates the importance of ordering for controlling resource,
i.c. memory, usage. The ordering for minimum resource use is not the necessarily the same
as the ordering for minimum exccution time, as demonstrated by the contrast between the
mandatory and spec2 versions for a search depth of 15. For minimum execution time wa
want a breadth-first expansion of the P highest priority boards (wkere P is the number of
processors) and for minimum memory use we want depth-first expansion of the boards on &
single processor. In this fundamental tradeoff between execution time and memory use, we
have focused on execution time and ignored memory use. This is a weakneas of our work
that must be addressed in the future.

The speculative version in Figure 8.23 has two problems. The first problem is that the
speculative version cannot be restarted if it is stayed as part of a largzr computation. Touch-
ing the result placcholder fails to restart all the descendant tasks spawned by make-group
in line 3 since there is no demand continuity from this placcholder to the tasks. This is
precisely the group incoherency problem discussed in Section 8.1.4. We can fix this problem
in the same way as we did in Section 8.1.5: we can have the tasks blocked on the result
placcholder sponsor a class containing the make-group task. (We omitted this fix for sim-
plicity.) Then, since we did not break the touch propagatior paths to perform termination
detection, as we did with strav in Scction 8.5, the termination detection touch will ensure
that all tasks are oventually restarted. However, these tasks will only be restarted lazily,
when actually touched. Hence, we would prefer a controller sponsor to solve this group
incoherency problem. The second problem is really a generalization of the first problem:
the speculative version uses absolute priorities so the priorities cannot be rescaled if it is
part of a larger computation whose priority changes (such as being stayed). This problem
results from a lack of modularity. It can be solved with a suitable mechanism for modularity
which provides for local ordering relative to the group enclosing all the search tasks.

8.7 Summary

The applications in this chapter demonstrate three things: examples of speculative com-

putation, benefits of speculative computation, and issues of speculative computation. We
summarize each in turn.

8.7.1 Examples

Table 8.20 lists the inherent characteristics of each application. The applications cover all
the different classifications of speculative computation mentioned in Section 1.1 except for |
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| Application | Characteristics |
por/pand | nondeterministic, multiple-approach speculative computa-
tion

Trec equal | application of pand

Emycin nested pand, hence nested speculative computation

side-cffects
sharing of computation

Boyer ordering-based speculative computation

producer-consumer relationship
Travsales | ordering

Eight puzzle | pand and ordering

Table 8.20: Characteristics of each application

precomputing speculative computation, which is rot supported (very well) in our present
implementation. Table 8.21 lists the contributions of cach application.

8.7.2 Benefits

These applications demonstrate two different types of benefits of speculative computation.
The first benefit is performance gain. Emycin demonstrates performance gains due to abort-
ing useless computation and Boyer and Eight-puzzle demonstrate significant performance
gains (a factor of about 2 with Boyer on 16 processors and a factor of 26 with Eight-puzzls
on 8 processors) due to ordering speculative computation.,

The second benefit is really the benefit of our support for speculative computation
rather than the intrinsic bencfit of speculative computation. Travsales and Eight-puzzle
demonstrate how our support for speculative computation shields the user from resource
management concerns and thus makes it casier to exploit machine resources. Tree equal
demonstrates how our automatic naming of descendants makes aborting casier by solving
the nesting and unknown function call problems. Emycin demonstrates how reversible
“aborting” (a.k.a. staying) solves the problems with sharing of computation and side-effects.
Finally, Boyer demonstrates how our touching model provides natural dynamic ordering to
control producer/consumer scheduling, freeing the user from this burden.

8.7.3 Issues

Since we have covered the basic issues in speculative computation, like task scheduling,
extensively in other chapiers, we concentrate here on the issues these applications raise in
our present implementation.
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rApp!ication | Demonstrates

Tree cqual | Importance of aBoirtihgusclcss computation - but how perform the aborting? |

How to use explicit checking and thus how speculative computation can be
supported in a system offering only conventional parallelism

Emycin Importance of aborting useless computation

Explicit termination checking unsuitable because of side-effects and sharing
of computation

Touching model approach to side-offects

Boyer Importance of ordering, particularly the dynamic ordering enforced by touch-
ing

Travsales | Importance of static ordering
One way to perform touch termination

Eight-puzzle | Importance of ordering - yiclds speedup of 26 on 8 processors
Another way to perform touch termination

Table 8.21: Contributions of each application

The key issuc, demonstrated by all the applications, is group incoherency. This occure
when a group is stayed and later touched. Because of failure to propagate the demand,
tasks in the group may not restart, leading in worst case to deadlock. We demonstrated
with por how to use classes to solve this problem by ensuring demand continuity to all the
required tasks in a group. This is an awkward soluticn, however. If deadlock is the only
concern, we only need a solution like this if demand does not follow a data dependency path,
such as with multiple-approach speculative computation like poxr. Otherwise, we can just
wait for the tasks to be touched when demanded, so it is not necessary to eagerly restart all
the tasks. This is the case, for instance, in Boyer and Eight-puzzle. However, this entails
some performance disadvantage since all the tasks become lazy. Te prevent deadlock and
lass of eagerness, we would like automatic group coherency: all the tasks in a group should
be restarted when the group is demanded.

Group incoherency is a symptom of the lack of modularity in our touching model.
Staying destroys the ordering in a group, leading to group incohererncy. Furthermore, the
ordering is all absolute, leading to to unintended ordering confiicts that make it difficult to
nest speculative computation, as we discussed with Boyer. We need modularity to provide
local ordering so we can nest speculative computation arbitrarily.

We also need full cc-’ oller sponsors so that we have a convenient way to reallocate
sponsorship dynamically and a way to provide more complex sponsorship/control for ap-
plications like por.

We did not require modularity or full controller sponsors for the applications in this
chapter because there was only one speculative activity in the system. While this is accept-
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able for our purpose of testing the waters of speculative computation, future work must
provide these mechanisms,
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Chapter 9

Scheduling

In this chapter we consider optimal scheduling of speculative computation. Optimal schedul-
ing is important for two reasons. First, and most obviously, the optimal schedule for a given
problem provides the optimal control policy and hence the ideal control desired for that
problem. In addition, the optimal control policy indicates the support — system scheduling
capabilities and features — required for optimal scheduling. Second, the optimal sckedule
cither provides or allows determination of the cost? of the optimal policy. The optimal cost
provides

1. ayardstick with which to judge the merit of ad Aoc and heuristic scheduling algorithms,
and

2. an indication of the ultimate benefit of speculative computation.

Even if we cannct determine the optimal scheduling for a given problem, optimal scheduling
is still importart: the optimal scheduling for a simpler, related preblem can present a guide
for heuristic scheduling decisions in the original problem and suggest what support may be
important for good scheduling.

In terms of our sponsor model, optimal scheduling is important for determining task
ordering, rates, and controller sponsor policies.

In this chapter we restrict our scope to the scheduling of raultiple-approach speculative
computation and we focus just on optimal scheduling policies (rather than costs). We start
by formulating the general scheduling problem for multiple-approach speculative computa-
tion. We then consider two specializations of this problem, pif and por/pand. We derive
new results for the optimal scheduling of pif in simple ca23 and summarize some existing
results for the optimal scheduling of por/pand. Then we consider examples of nested pits,
pors, and pands from which we draw some conclusions about the optimal scheduling of

'In terms of the optimality cost metric.
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nested computations. Finally, we use the optimal scheduling for pif and por/pand as a
springboard to discuss the aystem capabilities required for scheduling.

This chapter is intended to give a flavor of scheduling for speculative computation; this
chapter is not an exhaustive treatment of the scheduling problem.

9.1 The Scheduling Problem

First we introduce some terminology which we use in the remainder of this chapter.

90.1.1 Terminology

As in the preceding chapters, a task is a sequential thread of computation. It is the smallest
unit of computation which may be independently scheduled. We assume we have some
number P of processors. Throughout this chapter, we assume that all these processors
arc identical. ¥ach processor has, at cach instant of time, one unit of processing power
which it may allocate amongst zero or more tasks. Thus each processor may execute one
or more tasks concurrenily. The allocation of processing power to tasks is described by
rale functions. r; (¢) is the instantancous rate of execution of task i on processor 7 at
time ¢. Rate O corresponds to no execution (i.e. no processing powesr); rate 1 corresponds
to the maximum exccution rate (i.c. full processing power) that a processor can provide;
and rate r, 0 < r < 1, corresponds to execution with fraction r processing power. More
formally, a rate r has the following interpretation. Let C; (¢, At) be the total amount of
processing received by a task ¢ running at constant rate r in [t,2- At) on processor 5. Then
ri (t) = limat—o 251—(,;!‘9—‘)-. Thus, exccuting a task at (constant) rate r for an interval At is
cquivalent, in terms of the totul computation performed by the task, to executing at rate
1 for an interval rAt. We call rates 0 and 1, integer rates, and rates between 0 and 1,
fractional rates. If some subset T;(t) of the tasks executing on processor j at time ¢ have a
fractional rate, we say that the tasks in Tj(t) are multiplezed.

We have the following constraints on rates:

1. All rates are in [0,1]: 0 < r; (¢) < 1 Vi, j,¢
2. No processor allocates more than one unit of processing power: ¥ ;r; (t) <1 Vj,¢
3. No task exccutes on more than one processor simultaneously: r; (t) > 0 = r; (t) =
OVsis#k
Constraints 1 and 3 imply that no task receives a total rate greater than 1,i.e. 32;r; (t) <1
Vi, t.

If the execution rate of a task ¢ changes from nonzero to zero at time ¢ and the execution
of task ¢ is unfinished at time ¢, we say that task f is preempted at time t. A preempted task
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is replaced by zero or more other tasks. If a task runs to completion on the same processor
on which it started, without preemption, we say the task is non-preempted.

We can approximete fractional rates by round-robin preemption with integer rates. To
approximate constant rates ry, ra, ..., rn of respective tasks 1, 2, ..., n in some interval
At, we just have to run each task ¢ at rate 1 for time r;At. (Any implementation would
approximate fractional rates in this manner.) In the limit as At — 0, we actually have
fractional rates,

The exccution of task i is fully described by the vector of rate functions xit) =
[ri (t),..-,ri (t)) (Since a task may not run on more than one processar simultancously
and all processors are identical, we will often just use the scalar function ri(t) to describe
the task rate.) Given a set of tasks T', a schedule for exccution of these tasks is a set of
vector rate functions {x;(t),Vi € T} which meet the above rate constraints, A decisiun
point is a time t at which a scheduling decision may be made. A scheduling decision is a
specification of a set of vector rate functions, i.e. a schedule, until the next accision point.
A scheduling decision can only depend on the state at the decision point. The interval until
the next decision point may depend on the scheduling decision at the most recent decision
point and the state at that decision point. In any case, a decision point must occur at
¢t = 0 and at any instant that a task completes execution. A scheduling policy is a function
which, given a decision point, the current state at the decision point, and any constraints on
decision points, yiclds the scheduling decision at that decision point. An optimal schedule
is a schedule that minimizes the expected time to complete processing of some specified
subsect of tasks in T sulject to any given constraints on decision points. An optimal policy
is a policy which achicvas an optimal schedule. We will be more precise about the input
conditions and specification of optimality in the next section.

We are generally interested in an optimal schedule without any constraints on the de-
cision points. In such schedules, a decision point may occur at each instant of time. We
call such schedules continuous decision schedules. If the decision times are restricted to
discrete points, the resulting schedule is a8 discrete decision schedule. For a given problem,
a continuous decision schedule can always simulate a discrete decision schedule.

Finally, a schedule in which no task is ever preempted is said to be non-preemptive.
Otherwise, the schedule is preemptive.

In general, fractional rates and preemption have nonzero overhead associated with them.
Throughout this chapter, we assume this overhead is zero.

9.1.2 Scheduling problem formulation

We formulate the general scheduling problem for multiple-approach speculative computation
as fullows.

We are given a set of N activities denoted by A;, § = 1,...,N. Only some subset
S of these activities may be required, such as the first activity to return a result or the
first activity to return a true result. p,(t) denotes the probability, observed at time ¢, that
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activity A, will be required. We are given the a priori probabilities p;(0) = p;. Each
activity 4, consists of tasks. Rather than attempting to describe the interrclationship of
tasks within an activity, we characterize (congeptually) cach activity by its exccution time as
a function of the resources assigned to that activity. More precisely, the execution time ¢; of
activity A, is given by the probability distribution function (PDF) Prob(t; € 7) = Fi(r,Mj)
where M;(-) is the resource allocation vector. My(2) = [my,(t), ma,(t),..., m;(t),...] where
m,,(t) is the maximum processing rate allocated to activity ¢ on processor j as a function
of time. In other words, my,(¢) is the time-varying fraction of processor j available to A;.
(The resource allocation vector should not be confused with the rate vector defined in the
previous subsection. The rate vector describes the processor resources actually utilized by
tasks whercas the resource allocation vector specifies the processor resources allocated to
activities, but perhaps not fully utilized.) We call F; the resource exccution time PDF.
Finally, we are given P identical processors, each which may execute tasks concurrently
subject to the constraints {on rates) and assumptions (zero overhead) in Section 9.1.1.

The objective is to determine an optimal scheduling policy. We define an aptimal sched-
ule for this problem as a schedule for the tasks constituting the activities A, which minimizes
the expected cxecution time, defined as the time to fulfill the requiremeits of subset S. We
allow continuous decision schedules and preemption.

The resource exccution time PDF allows us to talk about activitics without getting
bogged down in a description of the activities (by precedence relationships for example)
and it allows us to consider tho interaction and nesting of activities in a uniform man-
ner, simply by combining resource execution POFs. We start by determining the resource
exccution time PDFs for leaf aviivities and propagate them back up the activity tree, com-
bining the resource executior time PDF at euch fork and interaction point to obtain a new
resource exccntion tim< PLF and so on. We emphasize that resource execution PDFs are a
conceptual way of v.ewing scheduling; we doubt any practical gain will result from this view
since scheduling i difficult enough without the additional difficulty of trying to determine
and manipulate such PDFs.

This formulation excludes partial results (as in Section 5.4.6) and resources other than
processors. We excluded these factors to simplify the presentation. Their inclusion is
straightforward.

In the following sections we *xamine two specializations of this general scheduling prob-
lem. In both cases we assume tha! all the activities are independent and that all the
probabilitics p,(t) are fixed a% their a priori values for all ¢, We investigate both the opti-
mal scheduling policies for “hese problems and the characteristics of these palicies, such as
whether they require fractic nal rates.

9.2 Parallel Branch Scheduling

In this section we derive the optimal scheduling for a simple specialization of the general
scheduling problem involving parallel branch scheduling. We start with parallel if (pif)
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and then later consider an n-avy gencralization of pif which we call pbranch.

9.2.1 pit

As described in Section 1.2.2, (pit pred consequent alternate) evaluates pred, consequent
(which we abbreviate by con) and alternate {which we abbroviate by alt) concurrently. If
pred evaluates to true we accept the result of con and abort alt, and if pred ovaluates to
false, we accept the result of alt and abort con, We are interested in the scheduling of pred,
con, and alt to minimize the expected exccution time of pif,

In this section we restrict the predicate, pred, and cach branch, con and alt, to be a
single task. Thus the predicate and branches cannot create child tasks or be another pif.
We model the execution time (at rate 1) of pred, con, and alt by random variables ¢;,
i = pred,con,alt, respectively, with given probability distribution functions (PDFs) F(t),
respectively. We model the outcome of the predicate by a random variable taking values
truc and false with a priori probabilities p and 1 -- p respectively. We assume that 1) all
these random variables are mutually independents, 2) tasks are always runnable until they
complete or abort, and 3) con and alt do not produce the same velue, 50 we must alveays
evaluate pred. Under these conditions, a precise statement of the pif schedaling problem
is asg follows:

Given PDFs for ¢yred, teon, and tore and the probability p, schedule the execution
of the tasks on P processors to minimize the expected time to return the result.
That is, specify exccution rates rped(t), reon(t), raiz(t) &s a function of time for
cach task pred, con, and alt, respectively, to minimize the expected exccution
time.

The predicate task is in the critical path, so clearly we rmust complete it as soon as
possible. Hence rp..q(t) = 1 for 0 < ¢t < tp,eq Where ty..q is the execution time of pred.
Thus this scheduling problem has two epocls: the interval [0,2,,.4) before pred returns and
the interval [t eq,00) after pred returns. The scheduling in this second epoch is obvious: if
pred returns true (false) and con /2!t) has not already completed, exccute con (alt) at rate
1 until its completion.

Given our restriction to single tasks, the scheduling is non-trivial only for P = 2 (when
con and alt must share a single processor). For this case, the optimal scheduling policy in
the first epoch has the following simple form:

Run pred at rate 1 and whichever of con and alt has the higher piobability at
rate 1 until either it completes or pred completes. If only one task remains, run
that task at rate 1 until it completes or pred completes.

Note that we only need decisions at t = 0 and the points at which tasks complete. Thus the
optimal continuous decision schedule reduces te a discrete decision schedule. The optimal
schedule is
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rpred(t) = 1 for t € [0,4,,4), and

ifp>1/2 reon(t) = 1 and ro(t) =0 for t €0, ma’n(‘tc,.,,t,,,,d))
B rau(t) =1 for ¢ € [teon, min(teon + Loty tpred))

ifp< 1/2 "an(t) =1 and "con(t) =0 forte [0, min(.tcu,l,"d))
reon(t) = 1 for £ & [teon, min(teon + t,u,t,,m,))

In particular, neither preemption nor fractional rates can reduce the expected
exccution time further.

This result follows from a special case of the optimal scheduling for pbranch, considered
in the next section. Under some conditions preemption and fractional rates may be optimal
(such as when p > 1/2 and teon < fprca or When p < 1/2 and oy < ¢p,.4) but an equally
optimal schedule with non-preemption and integer rates is always possible.

9.2.2 pbranch

(pbranch pred e; €3 ...¢,) may evaluate pred and ¢, €3, ..., ¢, concurrently. If pred
cvaluates to an integer i € [1,n), pbranch returns the result of evaluating ¢;. Otherwise,
pbranch returns the result of evaluating es. All other ¢;, j # 1, may be aborted once
pred sclects e,. We are interested in the scheduling of pred and all the ¢; to minimize the
expected execution time of pbranch.

As with pi2, we restrict the predicate, pred, and euch branch, ¢, to be a single task in
this scction. We model the execution time (at rate 1) of pred and cach ¢;, { = 1,2,...,n by
random variables ¢;, ¢ = pred, 1,2,...,n, respectively, with given probability distribution
functions (PDFs) F,(t), respectively. We model the outcome of the predicate by a random
variable teking values 1,2, ..., n with a prior{ probabilities p;, ps, ..., pn respectively. We
assume that 1) all these random variables are mutually independent, 2) tasks are always
runnable until they complete or abort, and 3) not all ¢; produce the same value, so we must
always evaluate pred. Under these conditions, a precise statement of the parallel branch
scheduling problem is as follows:

Given PDF's for ty, 4 and all the ¢; and the probabilities p;, schedule the execu-
tion of the tasks on P processors to minimize the expected tnne to return the
result. That is, specify execution rates rpr.a(t), ri(t), ..., ra(t) 2s a function of
time for cach tusk to minimize the expected execution time.

As with pif, the predicate task is in the critical path, so clearly we must complete it as
soon as porsible. Hence rp.eq(t) = 1 for 0 < ¢ < t,,.q where tpp.q is the execution time of
pred. Thus, like pif, this scheduling problem has two epochs: the interval [0, ¢,,.4) before
pred returns aad the interval [t,,.q4,00) after pred returns. The scheduling in this second
epoch ic obvious: if pred returns { and e, has not already complc .ed, execute e, at rate 1
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until its completion. We define the time remaining in task ¢; at time 2.4 88 the ¢; excess
time, which we denote by A,

Thus for a given scheduling policy, the expected exccuticn time is E[tp,.q] + E{4], where
E[A) is the expected excess time given by

gle) = [ (S mmar s =11) i

Jpred(t) is the probability density function (pdf) for ¢,,.4, Which we assume exists.
Given our restriction to single tasks, the scheduling is non-trivial only forn > P > 1.

We nced to determine the scheduling policy that minimizes E[A]. Our strategy is to
determine the scheduling policy that minimizes E[A | tpred, tor) Where ty,e = [t 82, ..+, 20).
If a given scheduling policy T for this conditional problem is optimal for every sct of values
of tyrca and ty,y, then policy T is optimal for the original problem, i.e. it minimizes E[A).
(The existence of such a policy I is not guaranteed in general.)

We need some terminology before we proceed. Let z; be the processing time (i.e. amount
of processing power) received by ¢; prior to time tpreq, i.6. z; = ]:;'6‘ ri(r)dr. We assume
throughout the following that rpr,d(t) = 1for 0 £ ¢t £ tp..q as discussed earlier. Then
for the conditional problem, we have the following result for the optimal allocation of task
processing times in the first epoch. (We follow Lemma 9.1 with a theorem relating optimal
scheduling to this processing time allocation.)

Lemma 9.1: Optimal processing time allocation given task execution times

Given ty.q and ty,,, the optimal allocation of processing times in pbraach (for other than
pred) is as follows:

First, without: loss of generality, arrange the ¢; in an order such that p; > p;
Vi. Then

z; = min(ti, tpreds (P = tprea = ) %5)
i<i

(Either assign ¢; processing time ¢; to complete the task (if ¢; < tp,.q4) or assign
e; all unallocated processing time up to tp.4.) If k p; have the same value,
any re-assignmernt of the respective z; such that the sum of these k z; remains

unchanged is aisc: optimal.
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Proof:

We neced to show that this allocation of processing times minimizes E[A | fpreds tir)
(Clearly, this allocation is realizable since 37 27 £ (P = 1)tpred.) Since

n n n
E[A | tpreas tor) = D pilts = =) = 3 piti = iz
: i i

minimizing E[A | tpred, tyy] reduces to the problem:

maximize ! piz¢
subject to 0 < z¢ € min{t;, ¢pred) V§
P nS(P-1)tpra

This is a lincar program. From a well-known result of linear programming theory, the
optimal solutions occur at the extrema of the constraint region. The extrema hers occur

Now we have to show that the particular choice of these extrema mentioned in the
femina is optimal., There are two cases:

1. 37 min(t;,tpnd) <(P- l)t,"d

In this case, there is excess processor capacity so the optimum solution is obviously
z¢ = min(t;, ¢prea) for all 1.

2. E? min(‘h‘prcd) 2 (P"‘ l)tprtd

In this case IF z; = (P — 1)lprea. Assume for the moment that no two p; have the
same value. For those familiar with lincar programming, the proof is obvious from a
geometric argument. We sketch an algebraic proof here.

We have U = (P = 1)¢,.4 to distribute amongst n z;. Let ¢ be the upper bound on
Zm (cm = min(tm,tpred)) for m =1,...,n. Start with m = 1, Consider distributing
the first cm of the U amongst the z;. Since pm > p; for all § > m (by hypothesis),
the cost (i.e. the p; weighted sum of z;) with this first c,, is maximized by setting
Zm = ¢m. This leaves U — ¢y to distribute amongst the remaining n — m z;. We then
continue recursively with m « m+ 1,

To handle two or more p; with the same value, we can transform our linear program
into an equivalent one in which no two p;' are the same by applying the following
procedure (repeatedly as necessary): If p; has the same value for all § € K, let
pi' = p;, replace 3°;  p;zi in the cost equation by p;'zx’, replace all the constraints
0 < z; < min(t;, t,r.4) for § € K by the single constraint 0 < zx' < min(Y;  #,| K |
“tpred) (Where | K | is the cardinality of K), and replace 3;  z; in the last constraint
by zx'. We can then apply the previous argument to this equivalent linear program.
This equivalent linear program also makes it clear that in the optimal solution the z;
for 1 € K may have any value so long as they obey the constraintsand }; z; = 2.
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Theorem 9.1 indicates how these x; lead to optimal schedules for the first cpoch (when
0 S t S ‘prd)t

Theorem 9.1: Optimal scheduling given task exccutior times

Given tprcq 80d t,;, any schedule for pbranch with rpecd(t) = 1 for 0 £ ¢ < t5.a and a set
of rates r; (t) (0 € ¢ < tprea) Which yields the optimal values of z; (z: = f;2g¢ ri(r)dr), as
given by Lemma 9.1, and subject to the following constraints {explained in Section 9.1.1)

0<r () S1Vi,5¢
2.-1'.' (t) Sle,t
Vit (1) >0=>r; () =0V5 £k

is optimal,

Proof:

We need to show that any such schedule minimizes E[A | tpra,tyy]. We have alzeady
argued that an optimal schedule must have rpa(t) = 1 for 0 € ¢ < #p.a. If the rates
achieve the optimal z;, then by Lemma 9.1 E[A | £,cd) tye) is minimized.

Thus for the conditional problem, i.e. given ty,.q4 and t; Vi, an optimal schedule is any
schedule which achicves the optimal x;. Such a schedule always exists: since z; < ¢,pea We
never need a rate > 1 and we can always share the processing amongst all the processors.
However, it is not always straightforward to determine such a schedule: preemption or
fractional rates may be necessary to achicve the optimal z;. See the discussion in Section
9.2.3.

In several special cases, an optimal scheduling policy which minimizes E[A | tpred, te)
also minimizes E|A] and thus constitutes a optimal scheduling policy for pbranch.

Case 1: tp,q and all ¢; deterministic

In this case E[A] = E[A | t.d, ] and therefore an optimal schedule for pbranch in
the first epoch is given by any rates which satisfly the optimal z; as given previously.

Case 2: P=2

From Lemma 9.1, the optimal z; in this case for given ¢,,.4 and ¢; is to order the ¢; in
non-increasing order of p;, and set z; = min(t;, ¢pred, tored — 2j<i %i). One sckedule which
achieves these z; is to run each of the ¢; sequentislly, in non-increasing order of p;, at
rate 1 until either it completes or pred completes. Thus an optimal scheduling policy for
minimizing E[A | tpred, tpy] in the first epoch is as follows:

Run pred at rate 1 until it completes and, in non-increasing order of p;, run each
of the ¢; sequentially at rate 1 until either it completes or pred completes.
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Note that we only need decisions at ¢ = 0 and the points at which tasks complete. Thus
the optimal continucus decision schedule reduces to a discrete decision schedule. Since
this scheduling policy is optimal given any set of values for £prcq, and #; Vi, this policy is
also optimal for the original problem, i.c. it minimizes E{A]. Of course, since this policy
is optimal, neither preemption nor fractional rates can reduce the expected excess time
furthes.

Thus we have shown the previously claimed result for pif.
Case 3: Restricted tpres and &

In some cases the optimal policy for minimizing E[A | tpredy ] is the same given any
sct of values for ¢4 and ¢, within certain ranges and therefore this policy is optimal for
minimizing E£{A), provided the random variables stay within these ranges. The following is
one such case.

For the P — 1 t; with largest p;, t; > tp,4 for all possible values of ¢,,4 and ¢;:

In this case, for given ¢preq and t; we have x; = lp(q for the P — 1 largest p;. One
scheduling policy that achieves these z; is to assign ¢; to the first available processor, to
run at rate 1, in non-increasing order according to p;. Since this policy is the same for all
tprea and 2, obeying the restrictions, this policy also minimizes E[A] and thus is an optimal
scheduling policy for pbranch subject to the stated conditions on ¢p,,4 and ¢; Vi. Onca
again, this optimal continuous decision schedule reduces to a discrete decision schedule.

0.2.3 Precemption and rates

We need preemption and fractional rates, in general, for the optimal scheduling of pbranch.
The reason is that we want to avoid fragmentation in assigning tasks to processors that
crald lead to idle processors while outstandmg tasks rcmmn. For example, suppose P = 3,
and we have three identical ¢; with ¢; = S‘md and p; = 3. Then wuthout fractional rates
or prccmptlon the minimum expected excess time we can achieve is - -t,mg with an idle
period of 3tpred on one of the processors. However, by cither muluplcxmg all three tasks
al rate ¥ for te [0 tpred)) or by running cach task in round-robin fashion at rate 1 for
some qua...um like } 3lpred, the expected excess time is zero, This illustrates that fractional
rates are not necessary for deterministic task durations provided we can preempt tasks at
specified intervals: we can always simulate fractional rates by running tasks in round-robin
fashion for suitable quanta.

However, fractional rates ere sometimes necessary for nondeterministic task durations.
Consider the following modification of our previous example. Suppose now that the three
e, have t, = u, where v, is a uniformly distributed random variable in [0, $¢,r.q + €], where
€> 0 (tpred remains deterministic.) Then multiplexing is necessary to avoid an unnecessary
idle processor. Since we do not know u, we cannot simulate multiplexing with preemption.
no matter how small we choose the quantum, if it is not infinitesimal, multiplexing can still
do better. (Of course, if the quantum is infinitesimal, we have multiplexing.)
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In special cases we need neither preemption nor fractional rates. Two such special cases
are:

1. deterministic tasks with &; > ;. for the P — 1 ¢ with largest p;

Fractional rates are never optimal in this case since we need r;(t) =1 to get

:,’,’5" ri(r)dr = z; = tyce4 for these i An optimal schedule may include preemption
— for example, we preempt two tasks on different processors and swap them — but
preemption never improves the schedule. Thus for this case, neither fractional rates
nor preemption are required. This means that the optimal continuous decision policy

amounts to a discrete decision schedule with decision points at ¢ =0 and ¢y, ..

2. P =2, deterministic or nondeterministic tasks

We never need preemption or fractional rates for this case as discussed in Case 2 of
Section 9.2.2. However, an optimal schedule for this case can include fractional rates.

0.2.4 Summary

We completely characterized the optimal scheduling for pif with single tasks. The optimal
scheduling policy for pit is particularly simple: Assign priority a to the predicate task,
priority b to whichever of the consequent and alternate is most likely to be chosen, and
priority ¢ to the other task where @ > b > c. Now run the tasks in priority order at
rate 1 on the available processors (until the predicate completes, at which time run just the
consequent or alternate as appropriate). Preemption and fractional rates are never required
for optimal scheduling of pif.

The optimal scheduling for pbranch with single tasks is more difficult to determine
in general. We derived a necessary condition (Theorem 9.1) for optimal scheduling for
deterministic task execution times. It is not always straightforward to determine an opti-
mal schedule from this condition (but it is always possible). In special cases, the optimal
scheduling for this deterministic case is also optimal for nondeterministic execution times.
Finally, we showed that preemption and fractional rates are necessary, in general, for opti-
mal scheduling of pbranch,

9.3 por/pand Scheduling

We gave informal definitions of por and pand in Section 1.2.1. (See Appendix B fcr formal
definitions.) We consider only the scheduling of por in this section, since pand may be
framed in terms of por by the identity

(pand By E; ... Eq)= (not (por (not Ej) (not E3) ...(not E,))

With por, unlike with pbranch, we do not know which expression will sclect the result.
This key difference makes the por scheduling problem much more difficult than the parallel
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branch scheduling problem.

In this scction we restrict cach E to be a single task. We model the exccution time (at
rate 1) of cach B, by a random variable ¢, with a probability distribution function (PDF)
F(t), € = 1,2,...,n, respectively. We model the outcome of each E; by a random variable
with possible values true and false and a priori probability true of p; for ¢ = 1,2,...,n.
We assume that all these random variables are mutually independent. We also assume that
tasks are always runnable until they complete or abort. Under these conditions, a precise
statement of the por scheduling problem is as follows:

Given probabilities p; and PDF's for all the ¢;, schedule the execution of the
tasks on P processors to minimize the expected time to return the result. That
is, specify execution rates ry(t), ra(t), ..., ra(t) as a function of time for cach
task to minimize the expected execution time.

0.3.1 One processor

First assume that there are integer rates and no preemption so that each ri(t) = 1 from
the time E; starts until it completes ¢, later. The no-preemption assumption amounts to
restricting decision points to occur only at ¢ = 0 and when tasks complete. Under these
conditions, the expected execution time with » task order of ¢, 7, k, ... is

Efts] + (1 = pi)(Elt] + (1 - pi)(Elte] + (1= p1)(: - )))

As first proven by [Mitten], the expected execution time is minimized by ordering the tasks
for exccution so that the ratio E[t;}/p; is non-decreasing. This is a very pleasing solution
for it amounts to assigning cach E; a priority p;/E|ty].

However, (constant) integer rates are not always optimal, even given the above restric-
tion on decision points. And, without this restriction, non-preemption is not always optimal
cither.

Multiplexing necessary

Suppose we have two tasks with identical exccution time pdfs £,(¢) = f(t) and identical
probabilities p, = p. Let ¢, denote the exccution time of these tasks and E[t,] = E|t] their
expected execution time. We assume, as always in this chapter, that the task execution
times and task outcomes are all mutually independent. In addition, we assume that decision
points may only occur at time zero and task completion instants. Then if we run the {asks
at integer rates, the expected total execution time E[t;y] is

Elt) = Blt) + (1 - p) E{t) = 25{] - pE[Y) (01)

Suppose now that we multiplex both tasks, i.e. run each at rate 1/2, until the first task
completes. Let zn; = min(y,t2) and 2,z = max(t1,t;). Then the expected time until

.
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the first task completes is 2E[zp; ] since both tasks run at rate 1/2 until that point, The

expected remaining exccution time at that point for the continuing task is E{zmaz] - Efzm ].
Thus

Eltua] = 2Elemt |+ (1~ )(Blimas] = Blemt 1) = (1 = ) Eltmas] + (1 P) Bl |
Using the identity E[zmi | + E[2maz] = 2E[t} and rearranging terms, we have
Elttat) = 2E[t] = 2p(E[t] = Elzm: ]) (90.2)

Comparing Equations 9.1 and 9.2, wa sco that multiplexing is superior if E{t] > 2E{min(t, t2)).

Consider the following two examples.

1. Suppose ¢; and ¢z are uniformly distributed in [0, 1}. Then E[t] = 1/2 and E[min(t;,tz)] =
1/3. Thus integer rates are superior.

2. Suppose ¢; and #; have the hyperexponential pdf f(t) = aac™®! + (1 = a)be? with
0<a<l,a>0,b>0, and a # 5 Then Ejt}] = £ + 152 and E[min(4,4)] =

&+ LL'}?E + 39{-:_—'?-)- Now E[t] - 2E[min[ty, 1)} = a(1 - c:)d";:,’ > 0, and thus
multiplexing is always superior.

This last example demonstrates that multiplexing sometimes is optimal. Thus some-
times we need fractional rates for optimal scheduling. We cannot simulate fractional rates
by round-robin preemption since, as we dizcussed in Section 9.2.3, we do not know which
quantum size to choose (unless the quantum s infinitesimal, in which case we have fractional
rates).

Precemption necessary

Preemption is sometimes aptimal with continuous decision scheduling. Suppose we have two
tasks E; and E; where Ey has deterministic execution time ¢; = 2 and E; has execution time
t2 = 1 with probability .9 and t3 = 10 with probability .1. Suppose also that p; = p; = p.
Then since Elts)/ps = 1.9/p is less than E[t;]/py = 2/p, the optimal non-preemptive
schedule (i.c. continuous time schedule) is to run E; first, yiclding an expected exccution
time of 1.9 + (1 — p)2 = 3.9 — 2p. However, if we run Ez until time 1, followed by B if
necessary, and then Ej3, if necessary, the expected execution time is 14 .9(1 - p)2 +.1(2 +
(1 - p)9) which simplifies to 3.9 - 2.7p. Since this is less than 3.9 - 2p, this latter schedule,
with preemption, is superior.

Thus optimal scheduling of por on a single processor involves fractional rates and pre-
emption in general.
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9.3.2 Morc than one processor

With more than one processor, the solution of the scheduling problem is much more difficult
Lecause the system state must include the remaining time in each task on all the other
processors, even if there is no preemption or fractional zztes. With one processor the
remaining time (at least with no preemption or fractional rates) is alvays 0,

There is a large amount of literature on scheduling to minimize the makespan, which is
the total time to exccute all the given tasks. These results are applicable to our scheduling
problem when all p; = 0 (so all tasks are required). We consider a number of special cases
based en the literature and simple observations.

Case 1: All exccution times deterministic and all p; = 0.

With preemption, the total execution timne of the optimal schedule is
1 n
mu(?- ‘Zt{, ‘12‘11:: l{)

[Muntz]. (As with pbranch, we do not need fractional rates if all tasks are deterministic and
we have preemption: we can simulate fractional rates with preemption.) [Gonz78] shows
that an optimal preemptive schedule requires at most 2(n — 1) preemptions.

With non-preemption (i.c. decision points restricted to the instants at which tasks com-
plete) this deterministic scheduling protlem is the dual of the bin-packing problem. The
bin-packing problem, expressed in terms of our framework, is as fcllows:

Given n tasks with execution times ¢, ¢ = 1,2,...,n and given a bound B,
partition the tasks amongst P proccssors to minimize P subject to T, £ B,
1 € p £ P, where Ty is the total execution time of tasks in the partition
scheduled on processor p. That is, treating the tasks as items of size ¢;, place

the tasks in bins of size B to minimize the number of bins required.

The scheduling problem in terms of this bin-packing problem is: given n tasks with
execution times ¢, and given F, what is the smazllest B such that the optimal number of
bins required is less than or equal to P?

Since the optimal bin-packing problem is well-known to be NP-complete, the optimal
scheduling problem for this special case without preemption is also NP-complete. This gives
a hint of what makes the por scheduling problem so difficult.

The value of preemption in this determinist.c scheduling problem is in eliminating any
processor idleness before all the processors complete. Consider the following example. Sup-
pose P = 2 and we have three tasks, each of length T. Without preemption, the best we
can do is a schedule length of 2T with one processor idle for . With preemption, we can
get a schedule length of 3T/2, a reduction of T/2. Thus preemption can be of significant
benefit.
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In general, weo have the following result on the performance with and without preemp-~
tion. Lot Cp be the optimal execution time with preemption axd let Cyp be the optimal
exccution time without preemption. Then Cyp/Cp < 2 ~ 1/P [Gonz77). The previous
example indicates that this bound is tight at least for P =2,

Case 2: All p; = 0, all ¢; identically distributed with the same PDF F(t), and monotone
hazard rate (defined below). (Or all p; = 0 and all ¢, exponentially distributed with possibly
different parameters.)

Assuming that the probability density fi(t) exists (i.e. Fi(t) is differentiable), the hazerd
rate for task ¢ is

pi(z:) = fil=:)/(t = Fu(=:))

where z; is the amount of processing (f/=q ri(r)dr) that task i has already received. The
interpretation of pi(x;) is as follows, If task ¢ has already received an amount z; of pro-
cessing, then the probability that task ¢ completes with infinitesimal § further processing is
6p;(x:) + O(6%). For an exponential distribution with parameter A, p(z) = A

If all the tasks have the same PDF with monotone hazard rate, then [\Weber] shows
that the Least Hazard Rate (LHR) scheduling policy is optimal for continuous decision
scheduling. At cach point in time, the LHR policy assigns first the task(o) with the lowest
hazard rate to processors at rate 1, then assigns the task(s) of the second lowest hazard rate
to any remaining processors at rate 1, and so on. If the number of processors available at
any point is Jess than the number of the lowest hazard rate tasks still unassigned, then (1)
if the hazard rate is increasing, all these tasks are multiplexed on the available processors
and (2) if the hazard rate is decreasing, these tasks are arbitrarily assigned processors at
rate 1 until no processors are available.

If all the ¢; arc exponentially distributed (with possibly different parameters J;), a
variation of the LHR policy is optimal: assign tasks non-preemptively to processors at rate
1 in order of increasing J;, i.e., largest E[t;] first. This is the opposite of the ordering we
found with one processor (for p; > 0).

Note that if the hazard rate is decreasing, the LHR policy is non-preemptive.
Case 3: All t; are exponentially distributed

Because of the memoryless property of exponential distributions we need only consider
preemption when tasks complete, i.c. an optimal schedule with decision points restricted
to task completion times is an optimal continuous decision schedule. Assuming integer
rates, we can write an expression for the expected execution time in this case quite simply
as follows. Let A denote the current set of available, i.e. unfinished tasks, and let D(A)
denote the set of scheduling decisions given A, i.e. each element of D(A) is a set of tasks
that could be run given A. Let E[A] denote the expected execution time, given A, that is
achieved by an optimal schedule. Finally, let the exponential pararaeter of task ¢, be A, (i.e.
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E[t;} = 1/A:). Then we have
E[A] = dénD‘&) (-Z‘—lx-(l + 'Z(l - p.')z\.'E[A— {t}})) (9.3)

We have not been able to find a closed form schedule for this dynamic program for-
mulation. Some special cases are very illuminating however. For all p; = 0, the optimum
scheduling, by Weber’s result in Case 2 above, is to run the tasks wila the largest E[t;] (i.c.
at cach point in time run the sct of tasks with the largest E[t;]). For all p; = 1, the above
expression simplifies, revealing that the optimal scheduling policy is to run the tasks with
the smallest Eft,]. Another case in which the optimal scheduling policy is obvious is when
A; = A for all 1. In this case the optimal policy is to run tasks with the largest p;. Since
all the E[t,] are equal, this optimal policy amounts to run the tasks with the smallest ratio
E(t,)/pi, as we found for the onc-processor case. However, ordering tasks by E[t;]/p; is not
optimal in general, Consider the following example.

Suppose we have two processors and three tasks with Elt)] = Efta) = 10, py = p2 = 0.5,
E[ts] = «, and ps = p. Then ordering tasks by Eft;]/p; reduces to running tasks 1 and 2 first
if 20 < a/p and otherwise running task 3 (and task 1 or 2) first. However, if 16 < & < 20
and p = 0.8 (so that 20 < a/p < 25) the optimal scheduling (from Equation 9.3) is to
run task 3 (and task 1 or 2) first (assuming integer rates). (When o = 20 and p = 0.8,
cither running task 3 first or running tasks 1 and 2 first is optimal.) Interestingly, if all
the tasks in this example have deterministic exccution times, with the given means, rather
than exponentially distributed execution times, the optimal scheduling is exactly the same.?
Thus ordering by E|[t;]/p: is not optimal for deterministic tasks cither.

With more than one processor, ordering tasks by E[t;)/p; amounts to simply parallelizing
the optimal scheduling policy for one processor (with integer rates and no preemption).
However, as we have seen, we can obtain a better schedule by exploiting the additional
degrees of freedom provided by additional processors.

We have not found any literature dealing with general por (i.e. 0 < p; <1 and P > 1)
scheduling, which appears to be very difficult. Scheduling in this case is the confluence of
at least two phenomena:

1. shortest, most probable tasks first

In this phenomenon, which is most common when the probability of a true result is
large, optimal scheduling reduces to running the tasks first that minimize some metric
favoring the shortest and most probable tasks. For example, with one processor
and non-preemption, the metric is the expected task length divided by the task’s
probability of success.

3This is a coincidence; the optimal scheduling for exponential and deterministic tasks is not the same in
general.
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2. bin-packing

In this phenomenon, which is most common when the probability of a true result is
small, optimal scheduling reduces to ordering all the tasks to require the least total
time, Of course, bin-packing becomes more difficult and less cffective as the variability
of task lengths increases. Weber's result in Case 2 above indicates that bin-packing
for certain cases in which all p; = 0 reduces to running the longest tasks first.

We saw the first phenomenon with one processor and with Case 3 above and the sccond
phenomenon with the deterministic tasks in Case 1 above. The interplay between these
different phenomena contribute to the difficulty with scheduling.

The difficulty of por scheduling suggests concentrating on special cases, bounds, and
heuristics. One heuristic is to divide the scheduling into regimes roughly corresponding
to the above phenomena and within cach regime apply the solution consistent with its
dominant phenomenon,

9.3.3 Prcemption and rates

We need preemption in general. As we saw with one processor, preemption is sometimes
necessary so we can switch to the most promising task. In addition to this phenomenon, with
more than one processor we sometimes need preemption to ensure the best “bin-packing®
of tasks, i.e. minimal processor idle time.

We also need fractional rates in general. We saw cases with both one and more than
one processor in which multiplexing is sometimes necessary. Fractional rates are useful for
minimizing idleness when competing with a deadline. With pbranch, branch tasks compete
with the deadline established by the predicate task. With por, tasks compete with the
deadline established by the completion time of other tssks. Such a competition may take
the form of bin-packing, (as we saw with more than one processor) or multiplexing to return
the first true value (as we saw with one precessor). If the deadline is known, we do not
actually need fractional rates; we can simply use integer rates and preemption as discussed
in Section 9.2.3. However, if the deadline is nondeterministic, we do need fractional rates.
As discussed in Section 9.2.3, we cannot simulate fractional rates with preemption, unless
the preemption quantum is infinitesimal (in which case we have fractional rates).

9.3.4 Summary

We provided results for por/pand scheduling ia special cases. General por/pand scheduling
is a difficult problem. We demonstrated that preemption and fractional rates are necessary,
in general, for optimal scheduling of por/pand.
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9.4 Nested Computations

Our ultimate interest is the scheduling of nested computation, such as nested pits, pands,
and pors. The resource exccution time PDF that we described in Section 9.1.2 provides a
straightforward conceptual way to think about such problems by propagating the resource
exccution time PDF's for leaf activities up the activity tree as we explained in Section 9.1.2.
Our cxamination of some “leaf activities” (simple pif and por/pand) suggests that this
approach is, unfortunately, impossibly difficult except for special cases. In many (simple)
cases we can solve the entire scheduling problem at the top level without following the
resource exccution time PDF approach. To determine the behavior of the optimal scheduling
for nested computations, we consider four such special cases.

Case 1: Nested pors or pands

Provided that the “leaf” disjuncts (conjuncts) are all single tasks, we can treat this case
by collapsing the nested pors (pands) into a single por (pand) with all disjuncts (conjuncts)
single tasks. For example,

(por (por A B) C) — (por A B C)

Then we can apply the results for single task por (pand) scheduling.
Case 2: Nested pits

We consider two of the three possible cases for nesting pifs. First we consider

(pit A (pit B C D) E)

where A, B, C, D, and E are all single tasks. As in Section 9.2.1, A is in the critical path
so clearly we must exccute it at rate 1. Thus this problem has two major epochs, one before

A completes, and one after A completes, a3 in Section 9.2.1. Once again, the scheduling in
the second epoch is obvious.

If P =2, we can treat the inner pif as a single task for the first epoch: it is never nec-
essary to interleave E between B and C or between B and D. Thus the optimal scheduling

policy is a simple composition of the optimal scheduling for each pit in isolation with single
tasks.

However, this is not always the case. Suppose that all the tasks have deterministic
execution time 1, P = 3, and ps = pp = 0.6 where p, is the probability that task ¢ returns
a true value. Then if we compose the optimal scheduling for each pif in isolation, we
have the following schedule: run tasks A, B, and C simultancously followed by tasks D or
E if necessary. (Since py > 1/2, we favor (pit B C D) over E and since pg > 1/2, we
favor C over D.) This schedule has an expected execution time of papp + 2pA(1 - pp) +
2(1 - p4) = 1.64 However, a better schedule is to run tasks 4, B, and E simultaneously
followed by tasks C or D if necessary. This latter schedule has an expected execution time
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of 2pa + (1 = p4) = 1.6. Thus even though p4 > 1/2, it is better to run B rather than C
or D of (pit B C D).

Now we consider
{pit (pit A BC) D E)

With the result of pif interpreted as a boolean value, we can no longer assume, as we did
in our analysis in Section 9.2.1, that the conscquent and alternate never return the same
value. Conscquently, with nested pifs there is the possibility that we may not need to
cvaluate the predicate of a pif. For example, in in the above expression, if task A hes
deterministic execution time 100, all the other tasks have deterministic excecution time 1,
and pp = pc = 1/2, the optimal schedule for P = 2 begins by evaluating tasks B and C
simultancously. If B and C yield the same value, the exccution time is 2; otherwise it is
101. Thus the optimal scheduling of pit depends, in general, on the values returned by the
consequent and alternate.

Composing the optimal scheduling for each pif in isolation leads to the following sched-
ule for the above expression: Devote all processors to evaluating (pit A B C) and any
remaining processors to evaluating D and E in order of their probability of being required.
This schedule is is optimal, for example, if all $asks have deterministic execution time 1,
P =z 4, and ps = 0.5, pp = 0.9, pc = 0.9. However, if we chiange the task probabilities to
pa = 0.9, pp = 0.9, pc = 0.1, a better schedule is to run tasks A, B, D, and E simulta-
ncously, followed by C if necessary. Or, if P = 2 and pp = pc = 1/2, 2 better schedule
is to run A and D (or E) on each processor, followed by either B or C (depending on the
outcome of A) and E.

In summary, the optimal schedule for nested pits depends on the type of nesting, the
task parameters, and the number of processors available. In particular, the optimal schedule
for pif is not necessarily the simple composition of the optimal schedule for each pif in
isolation. Thus the optimal strategy is not nestable in general.

Case 3: Nested pifs and pors

The optimal scheduling strategy may or may not be nestable in this case as well. Con-
sider the expression

(pif (por A B) C D)

Suppose P = 2 and A, B, C, and D are all single tasks with deterministic execution times
of 1 for B, C, and D and 2 for A. Let A and B have probability 1/2 and pp respectively
of being true. Then if pp = 1/4, the optimum strategy is to run all tasks at rate 1 in the
following manner. Run A on one processor and B on the other processor. If B yiclds false,
follow B by C and D in cither order and if B yields true, follow B by D. This is a nestable
policy: in isolation we would run the predicate of the pi? first. However, if pp = 1/2, the
optimum strategy is run B followed by A on one processor and C followed by D on the
oth: & processor. This is not a nestable policy.
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Case 4: Nested pands and pors

Once again the optimal scheduling strategy may or may not be nestable. Consider the
expression

(pand (por A B) C)

Suppose P = 2 and tasks A, B, and C are all deterministic with length 1. If p4 = pp = 0.1
and pg = 0.9 the optimal strategy is to run A and B first on the two processors, at rate
1, followed by C (if necessary). This is a nestable policy. However, if p4 = 0.9, pp = 0.5
and pg = 0.1 the optimal strategy is to run A and C first on the two processors, at rate 1,
followed by B (if necessary). This is not a nestable policy.

Thus, in general, the optimal scheduling of multiple-approach speculative computation
depends on the context (e.g. pif vs. pai.d) as well as the parameters, such as the number
of processors and the task PDFs and probabilities. In particular, the optimal scheduling
policy for a pif or por in isolation is not necessarily optimal when the computation is
cmbedded within other computation. One of the main arcas for future work is to further
investigate the scheduling of nested computations to determine the conditions under which
nestable policies are optimal and the cost of employing them when they are sub-optimal.
The results of such investigation will have significant impact on the support provided for
modularity in multiple-approach spsculative computation.

9.5 Scheduler Capabilities

The results and examples that we have presented in this chapter for optimal scheduling
indicate that continuous decision scheduling, preemption, and fractional rates are important
for scheduling speculative computation, Continuous decision scheduling is important so the
scheduling can respond to changes in information, in the tasks scheduled and in the system
— such as a change in the number of processors available for speculative computation.
Preemption is essential to implement continuous decision scheduling decisions. Fractional
rates are sometimes necessary when competing against an unknown deadline.

In terms of our sponsor model, continuous decision scheduling means that controller
sponsors must be active agents monitoring the progress of computation. Priorities — the
means for specifying preemption in the sponsor model — must be dynamic. We saw in
this chapter that the optimal scheduling sometimes requires preemption at precise inter-
vals. This requires some means of tracking the duration of computation in our spensor
model. We already mentioned that duration is a useful capability for controlling potentially
infinite computation. Rates must also be dynamic. Finally, continuous decision schedul-
ing introduces an new component into the scheduling problem. the cost of performing the
scheduling itself. For our sponsor model, it is important that the controller sponsor policies
be computationally cheap and thus simple.
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An interesting question is whether we need (instantancous) fractional rates in practice.
We can always simulate instantancous rates to a given degree of precision by round-robin
preemption with a suitable quantam size, Thus, provided we are willing to pay a certain
cost, we do not neced instantancous rates. The essential issuc with rates revolves around
three factors:

1. the benefits of rates,
2. the cost of preemptions to achieve rates, and

3. the case of specifying the scheduling policy.

These firast two factors are obvious. The last factor addresses the implementation of rates:
it may be casier (and perhaps more cost effective too) to specify rates and let the scheduler
manage the preemption schedule to achieve them, rather than forcing the user to build the
preemption schedule into controller sponsor policies.

We gaw in this chapter that nested scheduling is not optimal in general. This suggests
that it is important for controllers to communicate and interact in scheduling, as described
in Section 5.4.3. However, specification of such communication conflicts to some degree
with the desire for modularity that we stated in Section 2.1. This conflict indicates there
is a tradeoff between the performance of optimal scheduling and the complexity of optimal
schedule specification and control.

Further work is necessary to investigate the cost/benefit tradeoff of the capabilities
suggested by optimal scheduling.

9.6 Summary

In this chapier we gave a flavor of the optimal scheduling problem for multiple-approach
speculative computation. That flavor is, for the most part, not very appetizing due to
the intrinsic difficulty of the scheduling problems involved. For some simple cases we were
able to make headway. We derived new results for the optimal scheduling of pbranch (the
n-ary generalization of pif) on P processors. For por/pand we examined a few special
cases and summarized the results by others for a few special cases. All these results are
for simple cases with independent tasks and no descendants or nesting of computation.
Future work must address the complications of dependent tasks, descendant tasks, and
sharing of computation. We gave several examples illustrating that the optimal scheduling
for isolated computation is not necessarily optimal when the computation is nested within
other computation. Finally, we extrapolated from cur results and discussed the support
required for cptimal scheduling.

Although difficult, the study of scheduling problems is very important to the foundation
of speculative computation, both theoretically, and practically so we know (1) the ideal
scheduling policies for these problems and what support these policies require, and (2) the
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optimal cost of scheduling problems. With the optimal cost we can assess the merit of
other scheduling policies and determine the ultimate benefit of speculative computation,
The difficulty of the general scheduling problems suggests progress by examining special
cases, bounds, and heuristics,
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Tmpiementation Details

‘ua chapter dassrilies the impleinentation  etails of our touching model. As stated in
Sections 1.5, our goals in this imiplementation were firstly, to minimize the changes to the
existing Multilisp languags definitiou and, in particular, retain future, and secondly, to
minimize the imnact of ovr support for nueculative computation on the performance of
conventional, mandatory computation.

Cur implementation is an extension of the original Multilisp implementation by Halstead
and Loaiza descsibed in [Hals85). Multilisp is compiled to a virtual stack machine language
called MCODE, which is implemented by a byte-code interpreter written in C. A copy of
this interpreter executes on each processor of the underlying multiprocessor — the Concert
Multiprocessor or the Encore Multimax for this worl, as described in the beginning of
Chapter 8. Since Multilisp is interpreted, it is slow in absolute terms.

In adding our support for speculative computation we retained most of this original
implementation, only changing the implementation to be consistent with our additions.
This achieved our firat goal.

To achieve our second goal, we distinguished mandatory tasks — the tasks in the original
implementation — and speculative tasks — the tasks we added for speculative computation
~— as described in Section 6.2.

We discuss the four main additions to the original implementation, present some per-
formance figures, and close with soms thoughts on how to improve the performance of the
implementation.

10.1 Speculative Tasks

Speculative tasks are created as described in Section 6.2. We represent speculative tasks
in the implementation by speculative task objects which complement the mandatory task
objects in the original implementation. In addition to the same six fields as a mandatory
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task object (documented in {Hals86b}), a speculative tack object has the following fields:

1. a source priority ficld,
2. an cffective priority ficld,
3. four other attribute fields, which we describe later in Section 10.4,

4. four fields, which we describe in Secction 10.2, for task state, position, location, and
polling, and

5. a field for miscellancous purposes which we won’t describe.

These 17 ficlds — each a lisp object — make a speculative task object almost three times
larger than a mandatory task object.

The source priority is initialized to the source priority argument specified by spec-future
or make-group, or inherited from the effective priority of the parent task as described later.
Subsequently the source priority may be changed by change-priority (see Appendix A)
and staying (sce Section 10.4). The effective priority is the maximum of the source priority
and cffective priority of the maximum priority task blocked on the task’s future object.
Tasks are scheduled for execution according to this effective priority, as described in Sec-
tion 10.2. All priorities in this implementation are integers in the range [0, MAND] where
MAND is 222 — 1, ths largest integer representable as immediate data in a Multilisp object.

We distinguish mandatory and speculative tasks by their eflective priorities. Speculative
tasks, which are always represented by speculative task objects, have effective priority in
the subrange [0, MAX], where MAX = MAND — 1. (Source priorities are also restricted
to this range,) Mandatory tasks have effective priority MAND. (The scheduling algorithm
trcats MAX and MAND as equivalent though — see Section 10.2.) There are two types of
mandatory tasks: “real” mandatory tasks created by a mandatory task and represented by a
mandatory task object (which has implicit effective priority MAND), and quasi-mandatory
tasks represented by a speculutive task object. Quasi-mandatory tasks begin life as spec-
ulative tasks and subsequently become mandatory when touched by a mandatory t = or
promoted to mandatory status (via promote-task or rplacz-eq-mand). The following .able
should make these distinctions clear.

Task type Effective Priority Representation
(real) mandatory MAND mandatory task object
(quasi) mandatory MAND speculative task object

speculative € [0, MAX] speculative task object

Task creation works as foliows. When a mandatory task! exccutes future, dfuture, or
delay, the child task is a mandatory task. When a processor running a mandatory task

!For now on, by mandatory task we mean ecither a real or a quasi-mandatory task unless stated otherwise.
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executes future, the processor continues the pacent task and spawns the child task, unless
there arc no other processors available, in which case the processor continues the child
task and queues the parent task. (See Section 10.2 for details.) This slight variation from
the original implementation provides cheap task creation (maintaining locality of reference)
while yielding unfair scheduling when required, i.e. when the machine saturates. When a
processor running a mandatory task executes dfuture, the processor always continues the
parent task and spawas the child task, as in the original implementation.

When any task executes spec-future or make-group, the child task is a speculative
task with initial source priority given by the source priority argument. When a speculative
task exccutes future or dfuture, the child task is a speculative task with initial source
priority given by the effective priority of the parent task (at that time). When a task creates
a speculative task, the processer executing the task continues the parent task and spawns
the child task unless the child has a greater effective priority, in which case the processor
continues the child and spawns the parent. Finally, when a speculative task executes delay,
the child task is a speculative task with source priority 0 so the task does not run until
touched. The following table summarizes these task creation details.

{ Parent task | Parent exccutes | Child task | Source priority |
mandatory | (future FE), (dfuture E), or (delay E) | mandatory N/A
(spec-future I s) or (make-group F ) | speculative s
speculative, (future E) or (dfuture E) speculative P
with effective (delay E) speculative 0
priority p | (spec-future F ) or (make-group E ) | speculative s

In our implementation we insist that a future object have not more than one associated
speculative task object. This amounts to banning the execution of call/cc by speculative
and quasi-mandatory tasks. In the original implementation (as in ours for real mandatory
taska) call/cc creates a copy of the task object. Consequently, multiple tasks — active
simultancously — can have the same future object. Limiting the number of speculative
tasks per future simplifics the implementation tremendously: priority propagation involves
only task chains, not treea {except for class sponsors) and futures name unique tasks. This
latter consequence is uscful for adding and removing tasks to and from classes. It is not
at all clear what call/cc should mean in a parallel environment anyway (especially in the
presence of side-cffects). [Katz] presents one point of view on this controversy.

10.2 Preemptive Scheduling

The scheduling algorithm divides tasks into two types: non-preeniptable and preemptable.
Speculative tasks with priority MAX and mandatory tasks comprise the first type and
speculative tasks with priority in the interval [1, MAX - 1] comprise the second type. Tasks
with priority 0 are never scheduled for execution.

2By task priority in this section we mean the task’s effective priority.
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The scheduling algorithm treats prioritics MAX and MAND as cquivalent. This allows
preemptability and stayability to be orthogonal within one simple priority propagation al-
gorithm: tasks of priority 2 MAX are non-preemptable, tasks of priority £ MAX are
stayable, and the max combining-rule remains applicable for all priorities. For instance, if a
non-preemptable, non-stayable (i.c. mandatory) task touches a non-preemptable, stayable
task, the touchee automatically becomes non-stayable by the max combining-rule. Like-
wise, if a non-preemptable, stayable task touches a preemptable, stayable task, the touchee
automatically becomes a non-preemptable, stayable task. The following table illustrates
this orthogonality.

Non-stayable Stayable
Non-preemptable || mandatory task speculative task
(priority MAND) priority MAX
Preemptable N/A speculative task
priority € {1, MAX - 1]

We want this orthogonality so we can run a speculative task at the same “priority” as a
mandatory task, so it is non-preemptable, and still be able to stay the speculative task. For
instance, if a mandatory task demands a por we want (one or more of) the disjunct tasks
to run at top priority to obey demand transitivity but we still want to be able to stay the
task(s) should some other disjunct return true first. (We have to be careful in such cases
to sponsor the disjunct task with priority MAX, as discussed later, and not MAND.)

The scheduling algorithm groups processors into clusters (which map to slices on Concert
[Hals86a]). Each cluster has the following data structures for scheduling:

1. a mandg — a LIFO qucue for pending non-preemptable tasks
Pending mandatory tasks are LIFO quecued, as in the original implementation.

2. a specqg — a priority queue for pending preemptable tasks
Pending speculative tasks with the same priority are FIFO queued.

3. a procqg — a priority queue of preemptable tasks running in that cluster

4. an array of preempt slots, one for each processor in the cluster.

A free processor, i.c. a processor not currently executing any task, continually polls, in
the following order, its preempt slot, its mandq, and its specq, and the mandq of other
clusters until it finds a task. If the task found is a preemptable task, the processor is

preempted® and the task is entered in the priority queue of preemptable running tasks for
that cluster.

A processor executing a preemptable task periodically checks its preempt slot and its
specq. If the processor finds a task in its preempt slot, it injects the currently executing task

Imagine 3 free processor as running a *make work” task with priority 0.
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into the system (as describad oi.ortly) and executes the new task instead. If the priority of
top priority task in the specq exceeds the priority of the currently executing task, the two
tasks are swapped.

In addition, any processor executing a speculative task (any stayable task, preemptable
or not) checks the task’s “polling® field every “quantum® of instructions executed and just
before spawning a child task. This polling ficld is used to signal a change in a running
tesk’s priority. If it indicates a change in priority, the task is scheduled according to its
new priority. If the new priority is MAND or MAX, the processor injects the task into
the system as a non-preemptable task (unless the old priority was AfAX) and the processor
becomes free. If the new priority is 0, the task is descheduled, i.e. stayed, and the processor
becomes free. Otherwise, the new priority is compured with the priority of the top priority
task in the specq and the tasks swapped if necessary. This polling is the run-time cost of
prioritics,

When a processor spawns a task or otherwise injects a (non-stnyed) task into ti.c system,
the task is scheduled as follows:

o If the task is non-preemptable:

1. If a freo processor exists within the cluster, it is preempted with the task, that
is, the task is inserted in that processor’s preempt slot.

2. If there are no free processors within the cluster and at least one processor is
exccuting a preemptable task, the lowest priority preemptable task, according to
the running task priority queue, is preempted by the new task.

3. If all tha processors within the cluater are busy with non-preemptable tasks, the
other clusters are searched for one with & frez processor. I one such processor
is found, it is preesapied with the new task. If none is found, the other clusters
arc again scarched, this time for a frec processor or any preemptable running
task. The first sv:h processor found is preempted with the new task. If still no
suitable processor is found, there are two cases. If the new task is a mandatory
task just created with future, the parent task is inserted in the local cluster's
mandq and the processor continues the new task. Otherwise, the new task is
inserted in the local cluster’s mandq.

e If the task is preemptable:

1. If the local cluster has a free processer, it is preempted with the new task.

2. If the priority of the new task is greater than the lowest priority preemptable
task running in the cluster, then that task is preempted by the new task.

3. Otherwise, the other clusters are searched for a free processor to preempt. If
none is found, the new task is inserted in the local cluster’s specq.

Each cluster maintains a state variable cluster to enhance the efficiency of this scheduling
algorithm. This variable allows a processor to deduce the state of another cluster with a
single read. Cluster states are:
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1. at least one free processor,
2. nll processors busy, but at least one running preemptable task, and

3. all processors busy with non-preemptable tasks.

The mandq is a LIFO list consed out of heap, just as in the original implementation.

The specq is o straightforward heap queue (see, e.g., the section on heapsorts in [Knuth)
implemented with an array. The array size is adjusted dynamically to be between one and
two times the number of tasks in the specq. YWhen the number of tasks in the specq exceeds
the array size, the specq is copied to an array of double the size. The garbage collector
reclaims the array size by similar copying whenaver the number of tasks in the specq is less
than half the array size (except for a certain minimum array size).

The distributed specqs collectively approximate a global priority queue for preemptable
tasks by periodically “balancing® the specqs. Whenever a cluster is in state 2 (all processors
busy and at least one preemptable task running), it periodically compares the priority of the
top two tasks in its specq with the priority of the top two in the specq of its neighbor and
transfers tasks, if necessary, until no imbalance remains. Such balancing is not necessary in
cluster atate 1 since the scheduling algorithm does it implicitly while the cluster searches for
a tusk. Wa avoid balancing in cluster state S to minimize the overhead on mandatory vasks,
This can lead t imbalances but the scheduling algorithm minimizes these imbalances so
long as creation and termination of preemptable tasks continues.

The procq is implemented as a small array, with size equal to the number of processors
in a cluster, sorted by linear search.

To support the scheduling algorithm, each speculative task has the following three fields:

1. a state field, indicating the state of the task.

A speculative task is in cne of six states: running — the task is executing; runnable
— the task is queued awaiting a free processor; blocked — the task is queued on an
undetermined future object; stayed — the effective priority of the task is 0; staying —
the task is staying other tasks; and terminated. The state and the following two ficlds
give all the information necessary to reposition the task should its priority chay ge.

2. a location ficld, describing the location of the task if it is runnable or blocked

If the task is runnable, the location identifies the specq in case the task must be
repositioned or removed from the specq. If the task is blocked, the location identifies
the future on which it is blocked so the maxwaiter (sce Section 10.3) can be updated
if the task priority changes. If the task is running, the scheduling algorithm handles
any change in task priority. Finally, any change in priority of a stayed task is handled
by the task (i.e. toucher) which caused it to change. In fact, the scheduling algorithm
maintains no pointers to stayed tasks, so that they may be garbage-collected when
otherwise inaccessible.
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3. a position field, indicating the position of the task if it is runnable or blacked

If the task is runnable or blocked, the position identifies the task in the specq or
toucher queue so the task may be repositioned or removed if its priority changes.

10.3 Priority Propagation

For priority propagation we added two additional fields to all future objects: a specq ficld
and a maxwaiter field. The specq ficld is a queue for speculative task touchers, which com-
plements the queue for mandatory task touchers retained from the original implementation.
We distinguish the two queues for efficicncy reasons, i.e. to avoid imposing the speculative
task management overhcad on mandatory tasks. The maxwaiter field contains the prior-
ity of the maximum-priority task touching the future. Thus maxwaiter is MAND if the
mandatory task queue is non-empty.

The specq field is a list of speculative tasks headed by the maximum-priority speculative
toucher. It is not a priority queue, to avoid excessive overhead, When a speculative task
touches a future, it compares its priority with the future’s maxwaiter field. If the task
priority is less than or equal to the the maxwaiter, the task is simply linked in behind the
maximum priority toucher task. If the task priority is greater than the maxwaiter, the
maxwaiter ficld is updated and the task is consed on the head of the toucher list. The hitch
comes if the priority of a toucher task changes. If the task is not the maximum priority
toucher, then the two cases are straightforward: If the priority exceeds the maxwaiter, then
the maxwaiter and maximum priority task are updated, otherwise nothing happens. If
the task is the maximum priority toucher, then any increase in priority simply increases
maxwaiter, but any decrease requires a lincar search of the remaining touchers for possibly
a new maximum priority waiter. Only in this last case is a priority queue cheaper — a
priority quecue is far more expensive in the previous three cases. Furthermore, this last case
should be rather rare.

To aid in any required repositioning of tasks in this specq list, the position field of
cach task points to the previous cons cell in the list (or the future object for the maximum
priority toucher task).

When a mandatory task touches a future, the task updates the maxwaiter field to
MAND, if it is not MAND already, and adds itself to the head of the mandq list of touchers,
as in the original implementation.

As mentioned in Section 6.1.1 we employ eager priority propagation, which works as
follows. II a task’s source priority changes (due to explicit change with change-priority
or staying — see Section 10.4) or its maxwaiter changes (due to touching or a priority change
in a toucher task), the task’s effective priority is updated, if necessary, to the maximum of
the source priority and maxwaiter priority, unless the effective priority is alceady MAND.
To promote a speculative task to mandatory status we set its effective priority to MAND
and to demote such a task we set its effective priority back to the maximum of its source and
maxwaiter pricritics {and inject the task into the scheduler). The other effective attributes
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of the task (described in Section 10.4) are updated to the attributes of whatever task supplies
the uffective priority. If the effective priority changes, the subsequent action depends on the
task state as follows:

1. if state is running or staying, act the task’s polliLg field to indicate a change in priority

2. if state is runnable, adjust the position of the task in its specq to refloct its new
priority, unless this new priority is 0, in which case remove the task from. the speeq
and sct its state to stayed

3. if state is stayed, inject the task in system, adjusting its state to running or runnable
as appropriate

4. if state is blocked, perform the actions described previously, repositioning, the task in
the touchee’s specq and if necessary, updating the maxwaiter priority aud repeating
this cycle until the end of the touck chain.

We implemented class spensors using this same touching mechanism. To sponsor a task
within a class we touch the tusk with a “fake” speculative task object with the effective
priority of the class and to unsponsor such & task we “untouch” the task, removing the fake
touche task. (Only speculative and quasi-mandatory tasks can be members of a class; there
is no need for real mandatory tasks to be members of a class since they cannot be stayed
or preempted.) We represent a class sponsor as a task-like object with the class effective
priority, the class effective attributes, a list of class members, and a list of fake task objects
touching sponsored tasks. See Figure 10.1. The class effective priority never exceeds MAX
to avoid inadvertently turning class-sponsored tasks into mandatory tasks.

Priority propagation deals with such a class sponsor object exactly the same as a spec-
ulative ask, except the effective priority and effective attributes are copied to each of the
fake tasic objects in the class sponsor list and then propagated, as before, down the touch
chain headed by cach fake task. Type all class sponsors can sponsor multiple tasks (G
shown in figure 10.1) and thus allow a fork in the touch chain. Our eager priority propa-
gaticn follows the branches in such a fork one at a time in a depth-first fashion, keeping the
class spcnsor locked until all branches are traversed. This can be grossly inefficient. Type
pqueue class sponsors maintain a priority queue (implemented the same as the specq in the
schedulir.g algorithm) of class members, instead of a list, and propagate effective priority
and effective attributes to the top-priority member of the class.

10.4 Staying

Only speculat.ve tasks can be stayed, mandatory tasks, even quasi-mandatory tasks, cannot
be stayed. This is a consequence of our two goals of minimal changes and minimal per-
formance irapact on conventional, mandatory computation. Thus the user must perform
explicit checking to ..:laim irrelevant mandatory tasks. In our view, any user generating
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(touching A) (touching B)

future future |
object A specq object B specq
task task

Figure 10.1: A class sponsor and sponsored tasks

irrclevant mandatory tasks is mis-using the system: mandatory tasks should be mandatory
in the sense defined in Section 1.1,

Staying has two requirements:

1. we must be able to prevent run-away task phenomena, and

2. we must be able to stay all the descendants of a group. (We also have a stay-task
construct — see Appendix A — which performs the staying operation on a task and
all its descendants.)

We meet the first requirement by suspending the creation of any new tasks in a group while
any staying is in progress in the group. We meet the second requirement by maintaining a
data structure we call the tasknode tree that lists all the descendants of each task.

The tasknode tree consists of subtrees rooted by group objects, as depicted in Figure
10.2, with one group object per group. Each group object contains a variable called staycount
which indicates the number of stayers active within that group. Whenever a speculative
task or group is created, the staycount in the parent task’s group (or root group if the
parent is a mandatory task) is checked. If the staycount is zero, a new tasknode, or group
object as appropriate, is created, linked into the tasknode tree, and the parent returns.
Otherwise, the parent task backs out of the task or group creation, and becomes a “stay
helper”, assisting any stayers in the parent group. When the staycount in this group returns
to zero, the stay helper checks the status of the original “backed out” task and resumes it
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Figure .0.2: Example tasknode tree (backpointers not shown)
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if it has not been stayed. Thus the staycount is the means by which we prevent new tasks
being spawned in a group while we are staying in the group.

The staying algorithm performed by cach stayer proceeds in three phases. The algorithm
dove-tails nicely with groups to locelize the impact of staying to a group and its descendants.
The source group mentioned in the following is the group specified by stay-group (or the
group to which the task specified by stay-task belongs).

Phase 1: the marking phase

In Phase 1 the staycount is incremented in the source group and cach descendant group
(i.c. all groups in the node tree rooted by the source group). Once a group’s staycount is
nonzero no new tasks or groups may be added to that group until staying is completed.
Thus there can be no run-away task phenomenon within a marked group. However, there is
still a potential run-away with groups: there is a race between marking groups and creating
new groups.

This potential run-away is mitigated by the relative rate of marking and group creation.
Marking is ,ach faster than group creation. Marking involves locking the current group,
incrementing the staycount in the group, unlocking the group, and cdring down the list of
child groups, repeating the process recursively for each child group. The marking process
cannot be interrupted, so this cycle can only be delayed by the time required to lock the
group. Group creation involves creating and filling in a new group object, a new future
object for the group, and a new task object for the future object. The parent group object
must then be locked, the staycount checked for zero, the new group linked into the node
tres, and the parent group unlocked.

Because of the large difference in propagation rates, ihé marking will eatch un to run-
[:4 propag s P

O - eme -

away group creation eventually.* Thus we view group run-away as a solved problem.

Phase 2: the staying phase

In Phase 2 all the descendants of the source group (or task specified by stay-task) are
traversed and the source priority of each descendant i3 set to 0. This change, if any, in the
source priority is propagated as described in Section 10.3.° If the effective priority of the
task is then zero, the task is stayed: it is ineligible to run and will be descheduled if it is
running.

4 Actually, the time to complete Phase 1 is bounded because of the consing assoclated with group creation.
A garbage collection flip Is prevented while any staying Is in progress, so group creation must eventually
cease. Once this happens, the time to lock a group s bounded (by a constant proportional to the number of
processors) since (1) only 2 finite number of stayers compete for the group locks (all other potential group
locking activity is halted pending the gc flip), (2) each stayer holds a group lock for a bounded time, and (3)
cach stayer makes forward prugress. Thus the time to complete Phase 1 is bounded by a (large) constant
proportional to the heap size and the nuiber of processors.

®Thus a task temporarily promoted to mandatory status is not stayed until it is demoted.
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Phase 3: the cleaning phase

Finally, in Phase 3 the staycount is decremented in the source group and in each descendant
group, thus undoing Phase 1. If the stay.ount in a group returns to zero, any pending task
creations may proceed (assuming their parent task was not stayed).

In the present implementation, an individual stayer performs the staying algorithm
scquentially, although there can be more than one stayer active in a group simultancously.
Furthermore, stay helpers merely spin wait until the stayer completes. Both stayers and
stay helpers are obvious sources of parallelism in the staying algorithm. All stayers and
stay helpers have a task state of “staying.”

As discussed in Scction 6.3, we solved the intergroup touchi..g problem in our imple-
mentation by assigning each task an effective “owner™ which is responsible for staying the
task Each speculstive task has the following four attribute ficlds for implementing this
cffective ownership.

1. the group object of the task,
2. the tasknode object of the task,
3. the effective group, and

4, the effective tasknade.

When a task is created, the effective group and effective tasknode are initialized to the effec~
tive group und effective tasknode, respectively, of the parent task. (The effective group and
effective tasknode of a mandatory task are the root group abject and the effective tasknode
of a make-group task is that task’s groun object.) Once a task’s maxwaiter priority first
exceeds its source priority, the effective group and cffective tasknode are thereafter either
(1) the group object and tasknode object, respectively, if the source priority contributes
the effective priority, or (2) the effective group and effective tasknode, respectively, of the
toucher task contributing the effective priority. Priority propagation updates the effective
group and cffective tasknode, as stated earlier. The effective tasknode is the “owner” of a
task; the effective group merely gives the group of the owner. Thus the owner of a task's
parent =erves as a task’s effective owner until some toucher task wrests ownership away.®

Whenever a task spawns another task and the parent task’s group and effective group
differ, the child task is added as an effective child to the parent task’s effective tasknode.
Then whenever the staying algorithm stays a task or group, the algorithm stays all the
indirect descendants — the effective children — which have that effective group, as well as all

®Note that ownership can then revert back to the task’s tasknode if the source priority subsequently
exceeds the maxwaiter priority. Excepting changes in source priority via change-priority, this is not a
problem: since the objective Is to solve the “unstayable® descendant problem, which occurs when the source
priority is 0 due to staying the task’s group and the task is touched by a task in another group.
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the dircct descendants of that task or group. This prevents any “unstayable” descendants,
as described in Section 6.3. To support this changs in the staying algorithm, task creation
must check the staycount in both a task's group and cflective group before spawning a task.

We maintain the tasknode tree with weak pointers. Weak pointers have the property
that an object accessible only via weak pointers is garbage-collected at the next garbage
collection flip.” See [Miller] for a good description of weak pointers and their implementa-
tion. Tasknodes and group objccts are linked with weak pointers. Strong backpointers from
task objects and descendant tasknodes and group objects force these tasknodes and group
objects to be retained until they are no longer necessary.! We omit the complicated details.
Note, though, that the only pointers that the system (as opposed to the user) maintains to
stayed tasks are weak pointers so that such tasks may be garbage-collected.

10.5 Performance

Thorough investigation of the performance of our implementation is a project for future
work. We provide three different performance measurements here. The following table
compares the time to spawn mandatory and speculative tasks on the Encore Multimax.
(We would have rather presented the times for spawning these tasks on Concert, but the
failure of Concert, as noted in the beginning of Chapter 8, prevented the necessary data
collection.)

Input Execution time
(touch (future nil)) (execcuted by a mandatory task) | 1.5-2.2 msec.
(touch (spec-future nil 100)) 1.8-2.5 mscc.
(touch (group-future (make-group nil 100))) 2.1-2.9 msec.
(touch (future nil)) (exccuted by a speculative task) | 1.8-2.5 msec.

These figures give soiae idea of the spawn time cost of our speculative computation
support. The times vary according to the steps of the scheduling algorithm exccuted due to
machine load (see Section 10.2). For instance, (touch (future nil)) takes 1.5 msec if the
machine is unsaturated and 2.2 msec if the machine is saturated, due to all the searching for a
free or preemptable processor. In comparison, (touch (future nil)) takes 1.3 msecin the
original Multilisp implementation (independent of loading), which is almost the same as in
our implementation (when exccuted by a mandatory task) with the machine unsaturated.?

"Multilisp uses a parallel version of Baker'e [Baker78b] incremental, copying garbage collector which we
extended for weak pointers.

%A task, for example, has strong backpointers to its group and tasknode objects (making double use of
these attribute fields).

®The time for this operation In the original implementation is independent of loading because it includes
only the time to create 2nd queue a task. The time in our implementation also includes a substantial portion
of the time to match a task with a processor. This ls the main reason for this 0.7 msec varlation in execution
time in our implementation.
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This indicates that we largely succeedad in our goal of minimizing the impact of speculative
computation support on the performance of mandatory tasks.

To get some idea of the run-time cost of our speculative computation support, we com-
pared the running time of mandatory and speculative tasks executing the same sequentiat
program on the Concert Multiprocessor. We found that polling imposes about & 5% slow-
down and specq balancing imposes about a further 5% slow-down in speculative task exe-
cution rate. This polling overhead does not occur in speculative tasks with priority AfAX
since these tasks do not need to check for preemption, only a change in priority. Conse-
quently, such tasks run at about the same rate as mandatory tasks. This specq balancing
overhead only occurs in cluster state 2 (see Section 10.2).

We performed a preliminary performance investigation and found that specq overhead
is a substantial part of the spawn and run time overheads. On the Concert Multiprocessor,
the time to insert and delete a task in a specg with more than 3 tasks is about .4 and .8
mscc respectively. (The corresponding time to evaluate (touch (future nil)) on Concert
is 2.7 msec in the original implementation.)

10.6 Optimizations

The following is a list, in order of expected benefit, of what we consider the major optimiza-
tions Lo improve the performance of our present implementation. (Further performance
analysis of the implementation may suggest different optimizations or change the expected
benefit of these optimizations.)

1. priority queue improvements — Optimize the current priority queue implementation
and perhaps try the parallel priority queuc algorithm deseribed in [Rao).

2. task node climination — Eliminate the current indirection through tasknodes (we did
not discuss this). This promises to make task creation and staying much faster.

3. parallel staying — Parallelize staying as described carlier.

4. parallel or incremental priority propagation — Make priority propagation along touch
trees, such as resulting from type all classes, more efficient. Incremental propagation
could also reduce uscless updates and lessen the problem with cycles described in
Section 6.1.1 but at the cost of greater response time in priority changes, as described
in Scction 6.4.4.

10.7 Summary

We rctained the original Multilisp implementation and added four major additions to sup-
port speculative computation. speculative tasks, preemptive scheduling, priority propa-
gation, and staying. We largely met our goal of limiting the overhead of this support to
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speculative tasks. The performance of this speculative computation support needs improve-
ment, particularly in the area of priority queue manipulation.
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Chapter 11

Conclusions and Future Work

11.1 Conclusions

The major contributions of this thesis are:

1. An elucidation of the issues involved and the requirements for supporting speculative
computation in Multilisp.

These issuez and requirements are applicable to other computational paradigms as
well,

2. A sponsor model for speculative computation which addresses these requirements.
This model handles control and reclamation of computation in a single, elegant frame-
work. This model can also handle sida-effects?, illustrating the power of this model.

3. Experimental evidence of the benefit of speculative computation and the benefit of
our model and support for speculative computation.

Our support for speculative computation adds expressive and computational power.

Minor contributions of this thesis are: a definition of speculative computation; a dis-
tinction of the different types of speculative computation; and a discussion of the optimal
scheduling of speculative computation with a new result for pif.

We discuss each of the major contributions.
Issues and Requirements

Speculative styles of computation exploit excess resources in an attempt to reduce the
critical path length and, hence, the execution time of applications. The success of this

1 Actually, side-effect synchronization as discussed in Chapter 7.
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approach depends on having excess resources (st least some of the time) and exploning
these excess resources ¢fficiently. The key issues for efficient speculative computation are:

1. reclaiming computation, i.c. reclaiming the resources assigned to unnccessary com-
putation, and

2. controlling computation, i.c. controlling the allocation of resources to computation.

The importance of reclaiming computation is obvious. All research concerned with
speculative styles of computation (that we know about) addresses this issuc in one way or
another. We argued that this issue leads to the following requirement:

1. Explicit computation reclamation ct the system lavel

Implicit reclamation, i.e. garbage-collection of computation, is too inefficient.
With explicit reclamation we have the additional requirements:

2. Automatic naming of descendant tasks?

Automatic naming of descendants solves the problem with unknown function calls
and reduces the burden of managing descendant tasks for reclamation.

3. Reversible reclamation

Tho possibility of shared computation (possible ever without side-effects due to lazy
thunks) and users mistakenly declaring computation irrelevant means that “reclaimed”
computation may be relevant and thus need to be “unreclaimed.®

Our position on explicit reclamation and its logical consequences — automatic naming
of descendants and reversible reclamation — scts our work apart from other work.

Controlling computation is also very imprtant, as our examples, particularly Boyer,
demonstrate. However, this issue has received little attention by others. The major compo-
nent of this issue is determining what control we want. This involves examining applications
and optimal scheduling to determine the control policies and support required. However,
cven without knowing exactly what control we want in all cases, we argued that controlling
computation has the following requirements. We need:

1. Ordering

We nced some way to allocate resources to computation in accordance with the relative
promise of computations, i.e. some way to order computation. This is the most
important control for speculative computation.

20r whatever the paradigm calls the smallest controllable units of computation.




11.1. CONCLUSIONS 241

2. Demand transitivity

Ordering must obey demand transitivity. If we use priorities to express the desired
ordering, we want the priority of a demandee to be at least that of the demander.

3. Modularity

We should be able to embed a group of specislative computations as a subcomputation
in any other speculative computation and retain the local ordering within the group.

4. Other control

Some desired control does not fit in the other categories of requirements. For example,
sometimes we want complex, dynamic control capable of responding to changes in
demand for speculative computation and changes in the allocation of resources.

A third issue in a computational paradigm like Multilisp is side-effects. Side-cffects
complicate computation reclamation since a computation may be relevant for the potential
synchronization represented by its side-effects. This difficully cements the requirement of
roversible reclamation. Side-effects so complicate relevancy analysis — through the sharing
of computation in non-obvious and insidious ways, for example — that it is easier to allow
reclamation mistakes, undoing them whan necessary, then attempting to avoid them. Also,
reversible reclamation is useful as a safety net even without side-cffects since it can be
difficult to foresce all the interactions of computation, especially in a large system.

The Sponsor Model

To address the above requirements, we introduced a simple model based on the notion of
sponsors. Sponsors supply tasks with attributes which control resource allocation. This
sponsor model provides computation control with ordering controlled by external and con-
troller sponsors; demand transitivity with the max combining-rule; modularity with groups,
and more complex, dynamic control with controller sponsors. The model is a confluence
of cager and demand-driven scheduling. This confluence allows the sponsor madel to unify
computation control and reclamaticn in one simple framework. Reclamation is explicit and
reversible — reclamation occurs by simply unsponsoring computation. (Automatic naming
of descendants is a requirement left to the implementation.) We demonstrated that we can
also handle side-cfTects within the framework of the sponsor model. we simply have to ensare
that (potentially) relevant computation receives sponsorship. Finally, the demand-driven
aspect of the model provides an important safety net, as we argued above.

This sponsor model should furnish an archetype for speculative computation in other
parallel language paradigms.

Experimental Evidence

The touching model we implemented, a subset of the sponsor model, was intended as a
simple prototype and consequently suffers fiom a number of deficiencies. The most se-
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rious deficiency is lack of modularity. Nevertheless, wa were able to successfully exploit
speculative computation with this implementation for soveral applications,

The applications we considered demonstrate the following:

1. the importance of aborting useless computation

Tree cqual and Emycin demonstrate the importance of aborting useless computation.

2. the importance of ordering computation

Boyer, travsales, and Eight-puzzle all demonstrate the importance of ordering com-
putation. In the case of Boyer, ordering sped execution by about a factor of about
2 (with 16 processors) and in the case of Eight-puzzle, ordering sped execution by a
factor of 26 (with 8 processors) over a naive approach.

3. the expressive and computational power added by our support for speculative com-
putation .

The expressive power comes from the ability to control computation — with priorities
for ordering, explicit computation reclamation (staying), and controller sponsors —
and the interaction of computation — with the max combining-rule. With our
support for speculative computation we can realize a small gain with Emycin where
other approaches cither realize no gain, as with implicit reclamation, or fail, as with
a naive approach like explicit checking. Furthermore, our support makes it easier to
manage machine resources, and thus makes programming casier. The computationat
power comes from the significant improvement in performance — a factor of 2 with
Boyer and a factor of 26 with Eight-puzzle.

We have successfully met our goals: we have provided a model and implementation
support for speculative computation in Multilisp with which we demonstrated the benefit
of speculative computation. Much work remains, however. In the short term we need to
extend and improve the implementation, adding full controller sponsors and modularity.
We present our thoughts for longer term work in Section 11.2.

11.1.1 Problems and limitations

In this section we discuss some negative aspects of our approach.

The Sponsor Model

The sponsor model increases the burden on the programmer. In addition to ensuring
functional correctness, the programmer must now ensure correct sponsorship. In most
cases subuptimal sponsorship or lack of sponsorship just results in performance inefficiency
since computation is ultimately sponsored when it is demanded by touching - this is the
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safety net resulting from the demand-driven aspect of the sponsor modsl. This tolerance is
fortunate since it is often diflicult to decide how to control computation.

However, correct sponsorship is critical in any situation in which implicit sponsorship, by
touching, does not follow demand. Two examples of such situations are multiple approach
speculative computation, like naive por (e.g. version 1 of speculative por in Figurc 8.2),
and side-effects. Demanding the result of multiple-approach speculative computation, e.g.
demanding the result of naive por, does not ensure that each approach or disjunct is spon-
sored. Likewise, requiring a side-effect, such as releasing a semaphore, does not ensure that
the task(s) responsible for performing the side-effect is (are) sponsored. In both cases, the
demand lies outside the implicit sponsorship channels and in both cases, leck of sponsorship
can lead to deadlock. Co~ tly, the programmer must explicitly ensure sponsorship by,
for example, using clr . «e could make sponsorship implicit in the case of multiple-
approach speculative computation by a “branching touch® — a touch which propagates
down each branch of a special fork node representing multiple approaches. This would be
just like our type all class. However, no one sponsorship distribution policy is optimal in
such cases: should it be a type all class or a type pqueue class? Thus we prefer to leave
such sponsorship explicit, to be determined as a component of the desired computation
coatrol.

Computation control and side-effect sponsorship are inherently imperative. The compu-
tational power that we gained with our support for speculative computation came from the
ability to express the detailed control — ordering and aborting -~ that we wanted. Such
expression is imperative and tricky to get correct but adds power not previously available in
Multilisp. The question is; how much of this imperativeness does the user have to see? How
much of this imperativeness can be hidden through appropriate interfaces (macros and user
libraries) to make the model declarative at the user level? For example, we argued above
that our support for speculative computation added expressive power since it moved some
of the low-level resource management to the implementation and freed the programmer
from these burdens. These questions are fodder for future work.

(N

User Interface

The previous subsection highlights that our support for speculative computation is really
an “assembly language” for speculative computation. This was a conscious design decision
— we wanted to provide a flexible, low-level interface that others could build upon. For
ordinary users we need to develop higher-level interfaces defined by macros and libraries.
These libraries can house control details and optimizations.

Parallelism control

As we mentioned in Section 8.2, a major problem with Multilisp is how to avoid generating
tasks in excess of machine parallelism. Such excess tasks represent inefficiency: their gener-
ation wastes time and consumes memory space. For conventional, mandatory computation
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we want to co.atrol task gencration to “impedance match® the application parallelism to
the machine puraliclism (and to control memory use).

However, parallelism control is fundamentally at odds with speculative computation. For
speculative computation we want to encourage tesk gencration so we have the flexibility
to always be pursuing the most promising computation. In the Eight-puzzle application,
for instance, w ¢ want breadth-first search, which produces an enormous number of tasks,
for minimum execution time, but we want depth-first search to limit the number of tasks
generated (and hence memory utilized). For speculative computat™ . to be really successful
we neced to strike a compromise between the cost and benefit of excess tasks.

11.2 Future® Work

We see two compenents for future work. the theory of speculative computation and the
practice of speculative computation.

11.2.1 Theory of speculative computation

We need to further understand the fundamentals of speculative computation and under-
stand its fundamental benefits and costs. We need to develop this understanding in the
context of an idealized, abstract model, like the one we assumed in Chapter 9 on schedul-
ing. We can then extrapolate the understanding from this model te guide the practice of
speculative computation. Within this abstract model we need to study optimal scheduling
and applications. From optimal scheduling we can determine optimal scheduling policies for
speculative computation — to determine what control is desired — and assess the ultimate
benefit of speculative computation. From applications we can assess the requirements and
benefits of speculative computation. We aeed to look at many examples to determine the
ideal support for speculative computation. Finally, we need to examine the properties of
our sponsor model in terms of this abstract model.

11.2.2 Practice of speculative computation

Our long term goal is an implementation for efficient and effective suppori of speculative
computation. Our present implementation is a start. The path to this goal necessarily
alternates between implementation and experimentation, and hopefully has the guidance of
an abstract model, as mentioned above.

On the implementation side, we need to complete our approach. We nced to further
develop the sponsor model, adding full controller sponsors and modularity. We need to add
parallel staying, other attributes — like duration so we can handle precomputing specu-

3Pardon the pun
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lative computations like speculative streams, and like priority ranges. We nced to make
improvements in priority queues and the tasknode tree.

On the experimentation side, we need to further assess the benefits, difficulties, and
costs of our present implementation and continue this assessment for future work. This un-
derstanding will help guide the work on future implementation. There are two components
to this experimentation. The first component is implementation costs. We nced to analyze
the performance of the implementation to determine the implementation costs and how they
can be reduced. The second component is applications. We nced to experirnent with many
different prospective applications of speculative computation to determine the benefits and
difficulties of spcculative computation in our implementation. We need to dotermine the
performance gain of speculative computation and the suitability of our sponsor model, the
constructs, and the user/system interface. We need to consider large applications so we
can understand how speculative computations interact within an application and also to

serve as a “reality” check on our smaller toy applications. Finally, we need users to provide
feedback.

On the implementation side again, we need to convert to a compiler-based implemen-
tation, such as Mul-T [Kranz], so we can obtain a more realistic idea of the benefits and
costs of speculative computation without the artifacts in the present implementation. The
interpreter in the present version biases the cost of some parts of the system relative to
other parts and obscures certain costs, like that of priority queues, making it difficult to
factor out the effect of the interpreter. A compiler-based implementation will climinate
such biases. In addition, any compiler-based implementation will be much faster, which
will greatly facilitate investigation of large applications.

In the much longer term, an area for future work is architectural support for specula-
tive computation, such as hardware priority queues and perhaps selection networks, as in
MANIP [Wah)], for distributing top-priority tasks around the machine.

11.3 Closing Comment

Speculative computation is a fundamenta! idea that will become very important in the future
for searching-type applications as larger parallel machines proliferate.® Since search forms
the core of muot A.L applications, speculative computation will be particularly important in
the efficient application of A.L technology, as A.I. systems become more commonplace. We
have illuminated the issues concerned with speculetive computation and presented a model
for speculative computation in Multilisp. This model should be useful as an archetype for
speculative computation in other languages. Much work remains in assessing and refining
this model and studying speculative computation in general.

4Speculation has already become important in high-performance computer architecture in the form of
branch prediction and multiple-approach speculation, as in VLIW architectures like the Multiflow Trace.
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Appendix A

Language Features

This eppendix lists all the language features we added to Multilisp to support speculative
computation. This list is intended to serve both as a reference guide, with all the features
organized in one place, and as a supplement to the description in Sections 6.2 and 7.4.

A.1 Task and future creation and manipulation

(tuture ezp «nptional doc handler) is exactly the same as described in [Hals86b) (it creates
a task to evaluate exp and immediately returns a placeholder — called the goal future —
for the result) except for the following changes:

1. if the parent task is a mandatory task, future creates a mandatory task, and

2. if the parent task is a speculative task, future creates a speculative task with source
priority equal to the parent’s effective priority.

doc is a document string, used by the debugger and Parvis, for identifying the placcholder
and handler is an exception handler. These optional arguments are described in [Hals86b).

(dfuture ezp &optional doc handler) incorporates exactly the same changes as for future.

(delay ezp &optional doc handler) incorporates the same changes as for future, except that
if it creates a speculative task, its source priority is 0. Thus, if evaluated by a speculative
task, (delay F) is exactly equivalent to (spec-future E 0).

(spec-future ezp pri &optional doc handler) creates a speculative task with source priority
prito evaluate ezp and immediately returns a placeholder for the result, just as future does.
pri must be an integer in the range [0, MAX], where MAX is implementation-specific.

(make-future &optional class) creates and returns a placeholder and sponsors the class class
(if specified) with the maximum priority task blocked on the placeholder. This sponsorship
is removed when the placeholder is determined.
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(my-futura) returns the future object of the executing task.

A.2 Groups

(make-group czp pri &optional doc handler) is the samo as spec-future except it returns
a group object. A group object consists of = group identifier which is the name for a
make-group task and all its descendant tasks and the placeholder object for the result of
the nake-group task. Again, pri must be an integer in the range [0, MAX].

(group-1d grpoby) returns the group identifier of group object grpodj.
(group-tuture grpodj) returns the placeholder, i.e. future, object of group object grpobj.

(my-group-obj) returns the group object representing the exccuting task's group. A task’s
group is always the newest ancestral group.

A.3 Staying and priority manipulation

(stay-task obj): if obj is an undetermined future object f, then performs the staying
operation on, i.e. sets the source priority to zero for, the speculative task with goal future
[ and all its descendants. Otherwise, this construct does nothing. It returns an unspecified
value.

(stay-group group) performs the staying operation on all members of the group group, i.e.
it stays all group members. It returns an unspecified value.

{get-priority f): if obj is an undetermined future object f, then returns the effective
priority of the speculative task with goal future f. Otherwise, this construct does nothing.
Depending on implementation specifics, a mandatory task or a speculative task promoted
to mandatory status may have a priority MAND exceeding MAX, the maximum priority
for speculative tasks.

(change-priority obj new-pri): if objis an undetermined future object £, then changes the
priority of the speculative task whose goal future is fto new-pri. It returns an unspecified
value. Otherwise, this construct does nothing. new-pri must be an integer in the range
[0, MAX], where MAX is implementation specific. Note: 1) This construct cannot be used
to promote a task to mandatory status (priority and status are orthogonal at the language
level), 2) It is an error to change the priority of a task promoted to mandatory status; and
3) If this construct is used to stay a task, by setting the task’s source priority to 0, it does
not stay the descendants of that task.
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A.4 Classes

(nake-class class-type) creates and returns a class object. A class is collection of tasks
and a sponsor in the fashion of the groups mentioned in Chapter 5. Unlike the members of
a group created with the make-group construct, the members of a class are arbitrary and
not necessarily all descendants of a common parent. There are three types of classes, each
of which corresponds to a different type of primitive group sponsor:

1. class-all, in which the class sponsor aponsors all the members of the class,
2. class-any, in which the class sponsor sponsors an arbitrary member of the class, and

3. class-pquoue, in which the class sponsor sponsors only the top-priority task in the
class,

A class can be sponsored by the maximum-priority task blocked on a placcholder or semaphore
or the maximum-priority task enqucued on a priority queus object.

(add-to-class obj class): if obj is an undetermined future object f or a class object ¢, then
add-to-class adds cither the task associated with for the class object ¢ to the class class.
Otherwise, add-to-class does nothing. It returns an unspecified value.

(remove-from-class obj class) functions like ad2-to-class but instead removes obj from
the class class. In addition, when a task terminates, it is automatically removed from any
classes to which it belongs.

(enter class) adds the evaluating task to the given class.
(exit class) removes the evaluating task from the given class.

These last two constructs are macros which expand to (add-to-class (my-future) class)
and (remove-from-class (my-future) class) respectively.

A.5 Semaphores

(make-sema &optional (count 1) class) cr: ates end returns a semaphore object which son-
sists of a count of the tasxs which may still enter the critical region, a priority queue for
tasks waiting to enter the critical region, and a class for waiting tasks to sponsor. The
count field is initialized to count (which must be > 0), or 1 if count is omitted. If count is
initialized to 1, the semaphore is a binary semaphore, otherwise it is a general semaphore.
The maximum priority task in the priority queue sponsors the class in the class field, which
is initialized to class (or nil if class is omitted). This field is accessible via the construct

(get-sema-class sema) and may be set via

(set~sema-class sema class)
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(wait-sena sema &eoptional cr-thunk) is a standard semaphore wait operation augmented
with a “critical region thunk". If present, the optional argument cr-thunk should be a
procedure of zero arguments (otherwise an error will occur). The task exccuting wait-sema
tests the count associated with scma and, if nonzero, decrements the count and promotes
itself to mandatory status. Otherwise, the task enqueues itself in the priority queue of
waiters for sema and suspends. The test and these subsequent actions (either decrement
and promote or enqueue) occur indivisibly. If the count was nonzero, the task applics cr-
thunk (if present), demotes itself to its proper status, and finally returns from wait-sena.

(signal-sema sema &optional cr-thunk) is a standard semaphore signal operation aug-
mented with a “critical region thunk® like in wait-sema. If cr-thunk is present, the task
exccuting signal-sema promotes itsclf to mandatory status, applies the zero argument
procedure cr thunk, signals the semaphore scma (as described shortly), and then demotes
itself. If cr-thunkis omitted, the task exccuting signal-sexa signals sema as follows. If the
count associated with sema is zero, the task dequeues the maximum priority (suspended)
task from the priority queuc of waiters for sema, promotes this task to mandatory status,
and resumes it. Otherwise, the executing task increments count. The test and subsequent
action in cither case occur indivisibly.

A.6 Status manipulation

(promote-task) temporarily promotes the executing task to be a mandatory task. It returns
an unspecified value.

(demote-task) demotes a task temporarily promoted to mandatory status. It returns an
unspecified value.

(rplacz-eq-nand pair new old), z= a or d, performs the following eq check and possible
swap atomically: If the czr of pair is eq to old, the czx of pair is replaced by new, the
executing task is promoted to mandatory status, and pair is returned. If the cxx of pair is
not eq to old, nil is returned.
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Definitions of por and pand

Wae provide precise semantics of por and pand in this Appendix.
(por Ey Es ... Ey)

por evaluates the expressions E; in arbitrary order and returns the value of the “first”
expression to cvaluate to true, i.c. non-nil. In this case, any remaining evaluations may be
aborted. If all of the n expressions 5y, By, ..., E, evaluate to nil, pox returns nil.

By “first” we mean a nondeterministic choice among all expressions E; which would
evaluate to true (if evaluated). We can express this notion of “first” in terms of McCarthy's
amb operator [McCarthy]).

cither a or § if both a and b are defined,

a if a is defined,

b if b is defined, and

undefined  if both a and b are undefined.

(amb a b) =

Thus the value of the “first” of E; and E3 to evaluate to true is

(amb (or Ey L) (ox E2 1))

where L means undefined. We can extend this denotation of “first” to n expressions E, by
using an “amb” tree. Note that the specification of anb does not imply that both arguments
must be evaluated. if one argument evaluates to a defined value, the other argument does
not necessarily have to be evaluated. Thus a value may be returned without fully evaluating
more than one E, to a true value. This is consistent with the (usual) informal notion of
“first”. (Any such implied temporal property beyond our definition above is implementation
dependent.)

We can define the semantics of por in terms of amb as follows:
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(por Ey Ez) = (let ((a (delay Ey))
(b (delay Er)))
(a=b (touch (ox a b))
(touch (or b a))))

When one of the arguments to a=b returns a value, the evaluation of the other argument
may be aborted, which in this context amounts to :merely halting such evaluations.

By aborted, we mean that any remaining avaluations are halted after perhaps any
appropriate action for side-cffects is performed. The exect dafinition of aborting depends
on the computational model. In the context of our touching madel aborting means staying;
this is how we interpret aborting in this thesis.

Finally, note, as alluded above, that there is no guarantee any particular expression B,
is evaluated, unless all B; evaluate to nil.

(pand By Bz ... By,)

pand evaluates the expressions E, in arbitrary order and returns nil if any expression evalu-
ates to nil. In this case, any remaining cvaluations may be aborted. If all of the n expressions
E\, B, ..., E, cvaluate to true, pand returns an arbitrary true value.

por and pand, as we defined them, are logical duals but not semantic duals: por is
strictly more powerful than pand since por returns the actual value of the first E; to
cveluate to a truc value. That is, por is both a “first-of” operator, returning the value
of the first truc.valued E,, and a logical or. pand is not a first-of operator because of the
asymmetry between false, which is the single value nil, and true, which is any non-nil value.
(We could make por and pand semantic duals by restricting por to return boolean values
(nil* and '#t). We chose not to do this because of the loss of semantic power. We could
add a scparate first-of operator to regain this semantic power, but such aa operator seems
superfluous in addition to por.)

We can define pand in terms of por as
(pand Ey E; ... E,) = (not (por (not E}) (not E) ... (not E,)))

but we cannot define por in terms of pand since the true value that pand returns is arbitrary.

YTechnically *#¢.




Appendix C
ParVis

ParVis is a program visualization tool for Multilisp developed by Bagnall [Bagnall] which
is invaluable for understanding the performance of Multilisp programs. We used ParVis
extensively to understand the potential and the effect of speculative computation in various
programs.}

ParVis collecta information on task state transitions and intertask communication during
program execuiion. After some postmortem analysis, ParVis displays

1. the state of each task in the program execution as a function of time, and

2. intertask dependences

on a high resolution bit mapped terminal (a Symbolics Lisp Machine terminal) as depicted
in Figure C.1.

ParVis considers a task to be in one of four states: running, queued, waiting, and no
task, as indicated on the top of Figure C.1. The running state indicates that the task
is exccuting; the waiting state indicates the task is blocked on an undetermined future
or suspended; the queued state indicates that the tssk is runnable but queued, awaiting
assignment to a processor; and the no task state indicates that the corresponding future
object has no task. The no task state occurs in three cases:

1. After the creation of a future object but before the creation of its task object. For
example, with delay a future object is created immediately but a task is not created
until the future is touched.

2, If the task quits (via the Multilisp quit primitive).

3. A placeholder, which never has a task.

!ParVis also proved useful for debugging our implementation.
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APPENDIX C. PARVIS
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Figure C.1: An example ParVis display

In our implementation we also overload the no task state to mean that the task is in the
stayed state. In this case the future object does actually have a task but it is not in any of
the other three states that ParVis recognizes.

Th

ParVis indicates intertask dependences with arrows between tasks, as in Figure C.1.
cre are four types of arrows:

1. create arrows - These are fat arrows from the creator of a future object to the future
object.

2. touch arrows - These are narrow arrows from one task {¢ another signifying that the

first task blocked on the second, i.e. that the first task touched the undetermined
future object associated with the task at the head of the arrow.

3. resume arrows - These are narrow arrows from the end of one task to other tasks.

These arrows signify the resumption of waiting toucher tasks when a task is deter-
mined.

4. explicit determine arrows - These are dashed arrows from the “eterminer task to the

determinee future object.

Figure C.1 contains each type of arrow.
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The lower part of Figure C.1 contains a parallelism profile {number of running tasks
versus time) based on the task state information collected and displayed in the upper part
of the Figure C.1. All the parallelism profiles in this thesis were obtained from ParVis.

The raw state transition and intertask communication information for ParVis was col-
lected by instrumenting our implementation to record events signifying state transitions
and intertask communication, Example events axe create-future, make-runnable, run, de-
termine, touch (an undetermined future). This instrumentation contributes an overhead
which, of course, varies with the characteristics of the program but is not worse than about
10%6 degradation in execution time.

We have eliminated a number of details from the above description. For further infor-
mation on ParVis sce {Bagnall].
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